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ABSTRACT 
 

The performance of polymer solar cells critically depends on the morphology of the interface 

between the donor- and acceptor materials that are used to create and transport charge carriers. 

Solar cells based on poly(3-hexylthiophene) and ZnO were fully characterized in terms of 

their efficiency and three-dimensional (3D) morphology on the nanoscale. Here, we establish 

a quantitative link between efficiency and morphology by using the experimental 3D 

morphology as direct input for a 3D optoelectronic device model. This model includes the 

effects of exciton diffusion and quenching; space-charge; recombination, generation, drift and 

diffusion of charge carriers; and the injection/extraction of carriers at the contacts. The 

observed trend in internal quantum efficiency as a function of layer thickness is reproduced 

with a single set of parameters. Several morphological aspects that determine the internal 

quantum efficiency are discussed and compared to other organic solar cells. This first direct 

use of morphological data in an optoelectronic device model highlights the importance of 

morphology in solar cells. 
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1. Introduction 

Organic solar cells have the potential to become a major source of renewable energy in the 

next several years. Progress in efficiencies has been impressive,1-4 with values of around 10% 

being reported by several groups and companies. To create charges, two different materials 

with offset energy levels are used. At the resulting heterojunction between the donor and 

acceptor materials excitons can be split up into charge carriers. As the exciton diffusion length 

in organic materials is typically much smaller than the thickness needed to absorb a sizable 

fraction of the incident light (typically 100-200 nm), a bulk heterojunction (BHJ) architecture 

is employed to ensure that excitons are generated close to a donor/acceptor interface. Thus, 

the generation of charges is favored by a finely intermixed morphology. Transporting those 

charges to the electrodes, however, is more efficient if the BHJ is a coarse one. These 

competing demands on morphology make it a key factor in solar cell optimization. Hybrid 

solar cells based on an organic donor and an inorganic acceptor material offer the possibility 

of combining the high carrier mobilities of inorganic materials with the ease of processing and 

tunability of conjugated polymers.5-10 Besides yielding efficient devices, the high density of 

ZnO makes it possible to use electron microscopy and tomography to obtain detailed 

information on the donor/acceptor morphology. The interpretation of these techniques is 

simplified by the fact that no 'mixed phase' of donor and acceptor is present. This makes the 

assignment of donor or acceptor material (binarization) to a part of the layer straightforward. 

 In a previous publication we reported the fabrication of poly(3-hexylthiophene)/ZnO 

BHJ solar cells.11 Briefly, poly(3-hexylthiophene) (P3HT) and diethylzinc were dissolved in a 

mixture of chlorobenzene, toluene, and tetrahydrofuran. This solution was spin-cast onto glass 

substrates with a transparent electrode. During spin-casting, the diethylzinc reacts with 

moisture from the ambient causing hydrolysis and the formation of zinc hydroxide. 
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Subsequent annealing at 100 ºC yields condensation of the hydroxide to form an 

interpenetrating network of ZnO in a P3HT matrix. The presence of crystalline P3HT and 

ZnO domains was evidenced by electron diffraction experiments. The thickness of the 

P3HT/ZnO layer was varied by using different spin-casting velocities while keeping the 

P3HT and diethylzinc concentrations constant. The devices were completed by the deposition 

of an aluminum electrode. A 1:1 (by weight) ratio of P3HT to ZnO (assuming full conversion 

of the diethylzinc) proved to yield the highest power conversion efficiency of 2%. This ratio 

translates into a ZnO content of 20% by volume, which is considerably smaller than what is 

typical in polymer/fullerene solar cells. Due to evaporation of diethylzinc during spin-casting 

the actual ZnO content is even smaller for devices spun at high speeds.  

 Figure 1 shows the internal quantum efficiency (IQE), which was calculated as the 

ratio between the measured short-circuit current and the number of absorbed AM1.5 photons 

per unit area and time.
11

 Interestingly, devices thinner than approximately 120 nm have an 

IQE that is smaller than thicker ones, despite the fact that in thick films charge carriers have 

to travel further to the electrodes. Photo-induced absorption measurements indicate that 

exciton quenching in thin P3HT/ZnO layers is not quantitative, while thicker layers generate 

charges more efficiently.11 

 The morphology of three representative photoactive layers of different thicknesses (57 

nm, 100 nm and 167 nm) was imaged with 3D electron tomography.11, 12 Due to experimental 

constraints only about 60% of the layer thickness could be used for binarization. In order to 

obtain the full thickness, the additional volume was added by mirroring the original data (see 

Supporting Information). The reconstructed volumes are shown in Figure 2. Clearly, the 

morphology is very different for the three thicknesses studied. The thinnest sample shows 

very large P3HT domains, which is one of the reasons for the low IQE of thin layers. 

Previously, we studied the effects of morphology on exciton quenching and found that exciton 

decay in the P3HT phase is a significant loss in the thin layers. Here we seek to significantly 
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extend this analysis by including the effect of charge transport on IQE. Recently, we have 

developed a model that can generate realistic morphologies (with arbitrary layer thicknesses) 

from spatial stochastic modeling to facilitate further optoelectronic device modeling studies.13 

 

 

2. Device model 

In order to quantitatively link the morphology of the photoactive layers, as shown in Figure 

2, to the IQE (see Figure 1) we have developed a 3D optoelectronic device model. It is clear 

that given the complex 3D nature of the morphologies a full 3D treatment is required. The 

optical part of this model includes exciton diffusion and decay within the polymer phase and 

exciton quenching at interfaces. After free charge carriers have been formed at the P3HT/ZnO 

interface, the electrical part of the model describes their subsequent transport to the 

electrodes, their effect on the electric field and possible bimolecular recombination across the 

P3HT/ZnO interface. Additionally, the injection of charge carriers by the contacts (dark 

current) is included. The morphologies as depicted in Figure 2 define which parts of the 

simulation volume correspond to either donor or acceptor material and serve as direct input 

for the simulations. The interface is defined midway between a donor and an acceptor grid 

point. Cyclic boundary conditions are applied in the lateral directions. 

 We base our simulation on a drift-diffusion approach rather than a Monte Carlo model 

as drift-diffusion is significantly faster.14 This enables us to run simulations on the large 

volumes that these morphologies require (up to 6.2 million grid points), vary parameters, and 

calculate full current-voltage characteristics, all under normal operating conditions. As is 

customary in current Monte Carlo models for organic solar cells,15-17 any holes (electrons) in 

the acceptor (donor) phase are neglected. A comparison between Monte Carlo data from the 

literature and this model will be presented in the next section.  
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2.1. Model details 

The local exciton density X, within the P3HT phase is calculated by solving the exciton 

diffusion equation, 

,0 2 gXD
X

X +∇+−=
τ

         (1) 

where τ is the exciton lifetime, DX is the exciton diffusion constant, and g is the volume 

generation rate of excitons. For simplicity, g is taken uniform across the layer. Kotlarski et al. 

have shown this approximation is a good one for polymer/fullerene layers thinner than 250 

nm.18 Exciton quenching by charge transfer at the P3HT/ZnO interface is implemented by 

requiring the exciton density in the ZnO be zero. It is assumed that charge transfer to ZnO 

directly yields free charge carriers.19 Exciton quenching at the electrodes due to energy 

transfer is taken into account by setting the exciton density equal to zero at the electrodes. We 

know from previous work that exciton quenching at the electrodes can be significant for thin 

P3HT/ZnO layers.11  

 At the P3HT/ZnO interface, charge carriers are generated and may also recombine. 

Once the exciton density X is known, the generation rate G of free carriers at the interface can 

be calculated. Let subscript D (A) denote the donor (acceptor) phase. Then the generation rate 

of free carriers at either side of the heterojunction is given by  

( ) ,2x

X
DGG D

XDA δ
==           (2) 

where δx is the grid spacing. Bimolecular recombination of carriers across the interface is 

given by        

,DADA pnRR γ==           (3) 

where nA and pD are the electron and hole density, respectively. 

The recombination rate constant γ is given by the Langevin expression20 

( ),pre pn

q μμ
ε

γγ +=             (4) 
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where q is the elementary charge and ε is the dielectric constant. Equation (4) is modified to 

include a reduction factor γpre. The electron (hole) mobility in the acceptor (donor) phase is 

denoted by μn (μp). Equation (4) implies that the grid spacing corresponds to a physical length, 

equivalent to the hopping distance. The current flow away from the interface in any given 

direction is related to the net generation (i.e. generation minus recombination) rate of carriers 

in that direction. 

 Away from the P3HT/ZnO interface, i.e. in the bulk of the donor/acceptor domains, 

carrier flow is governed by drift and diffusion; for electrons 

nqDVqnJ nnn ∇+∇−= μ          (5) 

and for holes 

.pqDVqpJ ppp ∇−∇−= μ          (6) 

It is assumed that the Einstein relation between mobility and diffusivity Dn,p holds.21,22 The 

potential is solved from the Poisson equation; 

( ).2 pn
q

V −=∇
ε

           (7) 

The boundary condition on the potential is given by  

( ) ,cathodeanodeapplied0 WWVVVq L −=+−          (8) 

where VL and V0 are the potentials at either electrode, Vapplied is the applied voltage, and Wanode 

and Wcathode are the anode, respectively cathode work functions.  

The boundary condition on the electron (hole) density at the electrodes is given by  

,exp)( )(

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=

t

DA
cv V

Npn
ϕ

          (9) 

where φA(D) is the barrier between the LUMO (HOMO) of the acceptor (donor) and the 

electrode and  Ncv is the effective density of states. After Eq. (1) has been solved to yield the 

exciton density, the system of Eqs. (2)-(9) is solved iteratively using Gummel iteration.23 The 

post-processing is done using the Mayavi Data Visualizer.24 
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3. Results and discussion 

3.1. Comparison with Monte Carlo simulations 

Theoretical three-dimensional morphologies have been included in Monte Carlo studies. 

15,16,25 Monte Carlo models monitor all individual charge carriers and their interactions, 

making them very computationally costly. Because of this, Monte Carlo studies on organic 

solar cells often focus on sub-processes rather than on a complete device,26-29 use theoretical 

rather than experimental morphologies, and direct comparison with experimental current-

voltage data has proved elusive. Monte Carlo simulations do include more microscopic detail 

as they track individual charge carriers. This makes it possible to include, for example, short-

range Coulomb interactions and energetic disorder. The drift-diffusion approach focuses on 

carrier density distributions rather than on individual carriers, sacrificing microscopic detail 

for much reduced computational cost. As a result, it is not a priori clear whether the drift-

diffusion approach is still appropriate given the small and complex morphological features 

that characterize organic BHJ solar cells. We therefore compare the results of drift-diffusion 

simulations with Monte-Carlo data from the literature.16  

 Kimber et al. have published a Monte-Carlo study on the effect of different 

morphologies.16 One of the morphology classes they have considered was obtained by so-

called simulated annealing (SA).30 This technique involves randomly choosing a pair of 

neighboring sites (voxels) and probabilistically admitting a swap based on the total energy. To 

encourage phase separation, the interfacial energies of the constituent phases are chosen such 

that a configuration with a smaller interfacial area is lower in energy. At a given volume ratio 

the morphology is solely characterized by the average feature size b. At a 1:1 volume ratio of 

donor-to-acceptor b = 3V/A, where V is the total volume and A is the interfacial area. Kimber 

et al. demonstrated that the fraction of carriers that recombine bimolecularly increases for 

finer morphologies, i.e. for smaller b. Figure 3 (inset) shows their data for bimolecular 

recombination loss ζBR in the range of feature sizes that is relevant for the P3HT/ZnO 
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morphologies studied in this paper. These P3HT/ZnO morphologies have feature sizes b 

ranging from 5.5 nm (167 nm) to 7.5 nm (57 nm). 

 For the drift-diffusion simulations we take our parameters, as far as possible, from the 

paper by Kimber et al., see Table 1, while bimolecular recombination was assumed to be of 

the (unmodified, γpre = 1) Langevin type. However, not all parameters can be retrieved and 

there remain differences between the physics that the models describe. This precludes a direct 

quantitative comparison. A qualitative comparison, however, is possible as the trend of ζBR as 

a function of feature size is not very sensitive to these details. The obtained bimolecular 

recombination loss ζBR is very similar to the Monte-Carlo data, see Figure 3. Given how 

different these methodologies are, the agreement between the Monte-Carlo and drift-diffusion 

results is satisfactory. In a recent paper, Stenzel et al. compared the structural and physical 

characteristics of SA morphologies with those of P3HT/ZnO.13 They have found that these 

morphologies are structurally very different, for example SA morphologies are isotropic, 

P3HT/ZnO morphologies are not. However, we believe this favorable comparison to be a 

good test of the suitability of 3D drift-diffusion models for simulating complex BHJ devices. 

 

3.2. Modeling P3HT/ZnO solar cells 

We now turn to the P3HT/ZnO data and seek to explain the IQE (see Figure 1) for the three 

different morphologies. There exist several different values for the exciton diffusion length in 

P3HT in the literature ranging from 2.6 nm to 8.5 nm.31-34 We assume the exciton diffusion 

length35 to be equal to 5 nm as this appears to be a reasonable value. In a 50-nm thick 

P3HT/ZnO blend, the hole mobility in the P3HT phase was found to be 4×10-8 m2/Vs,36 

which is comparable to the mobility in pristine P3HT.37 The mobility in the ZnO phase 

proved difficult to measure. However, as there are no signs of space-charge buildup in these 

solar cells it is reasonable to assume that the electron- and hole mobility must be similar.38 We 

note that a slightly lower (2.8×10-9 m2/Vs) electron mobility was reported for a poly(p-
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phenylene vinylene) (PPV) derivative blended with ZnO nanoparticles (25 vol.-%).19 As inter-

particle transport might be problematic it is not surprising that the mobility in the nanoparticle 

blend is lower. 

 In fitting to the IQE data a single set of parameters was used (see Table 2): Only the 

morphologies, their corresponding thicknesses and the number of absorbed photons as 

determined from the experiments were changed between simulations. Bimolecular 

recombination in P3HT/fullerene blends is significantly reduced relative to the Langevin rate 

(corresponding to γpre << 1),39 especially under conditions where the domain size of the phase 

separation has increased. PPV/fullerene blends do not show this reduction,39 and the reduction 

of Langevin recombination appears to be a property associated with phase-separated P3HT. 

We use the Langevin reduction factor γpre as a free parameter in our simulations. The resulting 

IQE data are shown in Figure 1, obtained with γpre = 0.03. Clearly, the IQE can be reproduced 

with our model.  

 The structural differences between the morphologies lessen as thicker layers are 

considered.13 In other words, beyond approximately 150-200 nm thickness, the morphologies 

are fairly similar. This allows us to further test our modeling approach. By using the mirror 

procedure as outlined above, a morphology of 220 nm thickness was emulated by adding 

extra thickness to the 167-nm thick morphology. As this should yield a reasonably good 

approximation of the real morphology at 220 nm thickness, the calculated IQE should be 

close to the experimental value (40-45%). The resulting IQE (43%, see Figure 1) indeed 

agrees with the experimental data, which demonstrates the predictive power of the 

optoelectronic model. 

 Figure 4 (a) shows the simulated current-voltage characteristics for the 57, 100, and 

167-nm morphologies together with the experimental current-voltage characteristics of a 162-

nm thick device. The similarity between simulation and experiment is striking. This reaffirms 

the suitability of our modeling approach. We note however, that the experimental current-
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voltage characteristics display some scatter, due to the sensitivity of the performance to 

subtleties in the fabrication conditions, especially related to the ambient humidity and solvent 

evaporation rate. This scatter complicates fitting directly to the current-voltage characteristics 

of individual devices. Although some scatter is also borne out in the IQE (as shown in Figure 

1) it is less pronounced. Therefore, we chose to focus on reproducing the trend in IQE. 

 To further analyze the differences in IQE that the different layers display, we plot the 

exciton loss ζX and the bimolecular recombination loss ζBR in Figure 4(b). Clearly, the thicker 

layers have better exciton harvesting (lower ζX) but more charge carriers recombine (higher 

ζBR). The overall IQE is a tradeoff between these two quantities: The 57-nm morphology with 

its coarse phase separation is very good at transporting charges to the electrodes, but has 

limited exciton harvesting capability. On the other hand, the 167-nm thick morphology has 

significant recombination losses.  

 It should be noted that the recombination of carriers is not homogeneously distributed 

throughout the device. Figure 5 shows the recombination rate averaged in the plane parallel 

to the substrate for the 167-nm morphology. At short-circuit the recombination rate is low 

except near the anode. This is a consequence of the large hole density that is present at the 

anode. Electrons in the ZnO phase are prone to recombine with these carriers. There are, 

however, hotspots of recombination, such as isolated ZnO clusters and cul-de-sacs in the 

morphology. These “morphological traps” cause the recombination rate to fluctuate in across 

the layer. As the bias voltage is increased, more and more carriers are injected from the 

contacts and the recombination rate increases. At open-circuit all charge carriers recombine 

and generation and bimolecular recombination cancel.40 As a consequence, the recombination 

rate is fairly uniform throughout the layer.  
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3.3 Influence of morphological features 

From Figure 2 it is clear that not all ZnO is connected to the cathode as there are some 

isolated islands of ZnO that are completely surrounded by P3HT. Electrons generated in these 

isolated clusters cannot flow out of the device and eventually recombine with holes in the 

P3HT phase. Additionally, electrons generated in some connected parts of the ZnO phase 

have to travel against the built-in field (i.e. towards the anode) for part of their journey before 

reaching the cathode. Carriers generated in these cul-de-sacs may not be able to reach the 

cathode. To assess the influence of both morphological features we consider the 167-nm 

morphology as they are most prominent at this thickness.11 In this morphology, 92% of ZnO 

is connected to the cathode, but only 80% is connected via a strictly rising path. The 

distribution of isolated clusters is not uniform: fewer of these clusters are found far away from 

the main ZnO structures.41 After removing the isolated ZnO clusters, fewer excitons are 

quenched by ZnO yet the IQE remains constant (see Table 3). This indicates that the influence 

of this type of defect is negligible. As Figure 6 illustrates, isolated ZnO clusters only interfere 

with the main ZnO phase connected to the electrode (the “backbone”) if they are close enough 

to “steal” some of its excitons: if the cluster is close to the ZnO backbone, then the current is 

decreased as fewer excitons are harvested by the backbone. On the other hand, if the cluster is 

far away from the ZnO backbone, neither the exciton harvesting is effected nor is the current. 

The effect on the electric field is small as the electrons on the ZnO cluster are shielded by the 

holes at the other side of the interface.  

 Removing the cul-de-sacs is accomplished by removing (i.e. changing the grid point 

from ZnO to P3HT) all grid points that are not monotonously connected to the cathode. Note, 

that this also includes any isolated ZnO clusters. Surprisingly, the IQE of the 167-nm 

morphology is somewhat lower after removing the cul-de-sacs: The resulting exciton 

quenching is reduced, resulting in fewer free charge carriers, but on the other hand 

bimolecular recombination is also reduced. The tradeoff between exciton quenching and 
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bimolecular recombination depends on the depth of the cul-de-sacs, charge carrier mobility, 

electric field, etc. and will depend on the exact details of the system under study. Figure 6 (d)-

(f) illustrates an example where removing the cul-de-sacs does improve the IQE. 

 The discussion of isolated clusters and cul-de-sacs in the morphology can also be 

relevant to other BHJ systems, e.g. polymer/fullerene or small molecule/fullerene solar cells. 

In systems where donor and acceptors form distinct phases, morphological traps can and 

enhance recombination losses.42  

 

4. Conclusion 

In sum, we have studied the relation between morphology and performance of BHJ solar 

cells in unprecedented detail: Solar cells based on P3HT and ZnO were fully characterized in 

terms of their efficiency and three-dimensional (3D) morphology on the nanoscale. We have 

established a quantitative link between efficiency and morphology by using the experimental 

3D morphology as direct input for a 3D optoelectronic device model. This model includes the 

effects of exciton diffusion and quenching; space-charge; recombination, generation, drift and 

diffusion of charge carriers; and the injection/extraction of carriers at the contacts. By 

comparing the model with Monte-Carlo data from the literature we confirmed that a drift-

diffusion approach is still viable at these length-scales. The observed trend in internal 

quantum efficiency as a function of layer thickness can be reproduced with a single set of 

parameters. The IQE is a tradeoff between exciton harvesting and charge transport: The 57-

nm morphology with its coarse phase separation is very good at transporting charges to the 

electrodes, but has limited exciton harvesting capability. On the other hand, the 167-nm thick 

morphology has significant recombination losses. Isolated clusters of acceptor material that 

are more than a few times the exciton diffusion length away from the main acceptor backbone 

do not affect the overall device efficiency. The impact of cul-de-sacs, however, is more 

complex and depends on the local electric field, the depth of the cul-de-sac, etc. For this 
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particular set of morphologies, efforts to remove isolated clusters of ZnO or cul-de-sacs in the 

ZnO phase will not improve device performance. This first direct use of morphological data in 

an optoelectronic device model shows that it is indeed possible to quantitatively link 

morphology to device performance.  
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FIGURES 

 
 
 
Figure 1. Internal quantum efficiency of P3HT/ZnO solar cells as a function of layer 
thickness. Open symbols represent the data from Oosterhout et al.11 The simulation results for 
three thicknesses, where experimental 3D data were available, are denoted by the green 
triangles. The data point at 220 nm (red dot) is obtained by adding extra thickness to the 167-
nm morphology data. 
 
 
 
 
 

 
Figure 2. Reconstructed volumes of P3HT/ZnO layers of (a) 57 nm, (b) 100 nm, and (c) 167 
nm thickness. P3HT appears transparent, ZnO gray. The lateral dimensions are 140 × 140 nm2, 
which is a quarter of the total simulation volume. The front of the image corresponds to the 
anode. 
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Figure 3. The bimolecular recombination loss ζBR as a function of the average feature size as 
calculated with the drift-diffusion model. The inset shows Monte-Carlo data re-plotted from 
Ref. 16. 
 
 
 
 
 

 
 
Figure 4. (a) Simulated current-voltage characteristics of the three different thicknesses 
((green triangles) 57 nm, (blue dots) 100 nm, (red squares) 167 nm). For comparison, the 
experimental current-voltage curve of a 162-nm thick device is also included (line). (b) 
Internal quantum efficiency (green triangles), exciton loss ζX (red dots) and bimolecular 
recombination loss ζBR (blue squares). Lines are intended to guide the eye. 
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Figure 5. Average recombination rate Rav as a function of the distance x from the cathode in 
the 167 nm morphology. The arrow indicates increasing the applied voltage from short-circuit 
to open-circuit conditions. 
 
 
 
 
 
 

 
Figure 6. Exciton density (red = highest) on schematic morphologies. The plots show the 
exciton density perpendicular to the substrate with the cathode at the top of each graph and 
the anode at the bottom. The ZnO phase shows up as dark blue (zero exciton density). (a)-(c) 
The presence of isolated clusters of ZnO is only detrimental if the clusters are close to the 
main ZnO backbone: (a) and (b) have equal IQE, while in (c) the IQE is lower as the cluster 
“steals” excitons that would otherwise be harvested by the main ZnO backbone. (d)-(f) Cul-
de-sacs in the morphology can reduce IQE. The current in (e) is reduced compared to (d) even 
though more excitons are harvested as the carriers are trapped in the cul-de-sac. The 
morphology in (f) harvests as many excitons as the one in (e), but also allows the photo-
generated carriers to escape to the electrodes yielding a higher IQE.  
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Table 1. Parameters used to compare the drift-diffusion model with the Monte-Carlo data by 
Kimber et al.16 

parameter value source 

grid size 64×64×64 Ref. a 

grid spacing 1 nm Ref. a 

μp  10-8 m2/Vs Ref. a 

μn  10-8 m2/Vs Ref. a 

εr 4 Ref. a 

Wcathode  3.65 eV  Ref. b 

Wanode  4.95 eV Ref. a 

HOMO donor -5.1 eV Ref. a 

LUMO acceptor -3.5 eV Ref. a 

exciton diffusion length  6 nm Ref. a 

absorbed photonsc 2.5×1020 m-2 s-1 Ref. a 

Ncv 2.5×1025 m-3 Ref. d 

 

a)Ref. 16 and references therein; b)The electrode work functions are derived from the built-in 
voltage (1.3 V) and the energy levels of the materials used in Ref. 15; c)A Gaussian optical 
field profile was used.15; d) L. J. A. Koster, E. C. P. Smits, V. D. Mihailetchi, P. W. M. Blom, 
Phys. Rev. B. 2005, 72, 085205. 
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Table 2. Parameters used to fit the optoelectronic model to the IQE data in Figure 1. 
parameter value source 

lateral grid size 200×200  

grid spacing 1.4 nma  

μp  4×10-8 m2/Vs Ref. b 

μn  4×10-8 m2/Vs see text 

εr 4c  

HOMO P3HT -4.9 eV Ref. d 

electron affinity ZnO -3.8 eVe  

Wcathode  3.8 eVf   

Wanode  4.9 eVf  

exciton diffusion length  5 nm see text 

Ncv 2.5×1025 m-3 Ref. g 

γpre 0.03 fit to IQE 

absorbed photons 57 nm 3.6×1020 m-2 s-1 experiment 

absorbed photons 100 nm 5.1×1020 m-2 s-1 experiment 

absorbed photons 167 nm 5.6×1020 m-2 s-1 experiment 

absorbed photons 220 nm 6.6×1020 m-2 s-1 experiment 

a) Taken equal to typical hop lengths found in conjugated materials; b) Ref. 36; c) Taken as the 
average of the relative dielectric constants of ZnO (5) and conjugated polymers (3); d) J. Hou, 
T. L. Chen, S. Zhang, L. Huo, S. Sista, Y. Yang, Macromolecules 2009, 42, 9217–9219; e) 
The electron affinity of ZnO was obtained by fitting to the open-circuit voltage (~0.75 V for 
the best devices) of the illuminated P3HT/ZnO solar cells; f) The contacts were assumed to be 
ohmic and their work functions therefore equal to the respective energy levels of the 
materials. g) L. J. A. Koster, E. C. P. Smits, V. D. Mihailetchi, P. W. M. Blom, Phys. Rev. B. 
2005, 72, 085205. 
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Table 3. The influence of removing isolated ZnO clusters and removing cul-de-sacs from the 
original 167-nm morphology on the exciton loss ζX, bimolecular recombination loss ζBR and 
the internal quantum efficiency. 
 original clusters removed cul-de-sacs removed 

ζX (%) 42 46 51 

ζBR (%) 22 11 5 

IQE (%) 48 48 47 
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The authors present a quantitative link between the internal quantum efficiency and 
morphology of polymer/ZnO solar cells. The morphologies of three active layers with 
different thicknesses were used as direct input for a 3D numerical device model. This first 
direct use of morphological data in a numerical model highlights the importance of 
morphology in solar cells. 
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Mirror procedure for obtaining extra thickness 
The morphology consists of slices (or cross-sections) in the plane of the substrate. Due to 
experimental constraints the slices near the cathode and anode were difficult to binarize and 
contained artifacts. Instead of using these slices, we discarded these and added extra slices to 
obtain the right thickness. Suppose we have slices 1,...,N and wish to add M slices. This is 
accomplished by mirroring part of the morphology such that slice N+i is equal to slice N-i, 
where i=1,..,M. Figure S1 compares the current-voltage characteristics of an original 
morphology (all usable slices) with those of a partly mirrored morphology. Clearly, there is 
very little difference between these characteristics, which shows that the mirroring procedure 
does not induce any artifacts. 
 
 

 
Figure S1. Influence of mirroring part of the morphology in order to obtain a larger thickness. 
This graph shows the current-voltage characteristics two morphologies of 67 nm thickness: 
The original morphology (red dots) is a stack of 67 nm thickness taken from the 100 nm 
sample, the mirrored one (blue squares) is obtained by taking only half of the stack and 
adding the other half by mirroring. The resulting current-voltage curves are virtually identical. 
 
 


