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Abstract

The a.s. connectivity of the Euclidean minimal spanning forest MSF(X) on a

homogeneous Poisson point process X ⊂ Rd is an open problem for dimension

d > 2. We introduce a descending family of graphs (Gn)n≥2 that can be seen

as approximations to the MSF in the sense that MSF(X) =
⋂∞

n=2Gn(X). For

n = 2 one recovers the relative neighborhood graph or, in other words, the

β-skeleton with β = 2. We show that a.s. connectivity of Gn(X) holds for all

n ≥ 2, for all dimensions d ≥ 2, and also for point processes X more general

than the homogeneous Poisson point process. In particular, we show that

a.s. connectivity holds if certain continuum percolation thresholds are strictly

positive or, more generally, if a.s. X does not admit generalized descending

chains.
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1. Introduction

In [4] Aldous and Steele introduced the notion of a Euclidean minimal spanning

forest MSF(ϕ) on a locally finite subset ϕ ⊂ Rd; d ≥ 2. This is a geometric graph
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with vertex set ϕ and edge set determined by the creek-crossing property. That is

x, y ∈ ϕ are connected by an edge in MSF(ϕ) if there do not exist an integer m and

a finite sequence of vertices x0 = x, . . . , xm = y, xi ∈ ϕ for all i = 0, . . . ,m satisfying

|xi − xi+1| < |x− y| for all i = 0, . . . ,m − 1. Aldous and Steele [4] furthermore

conjectured that the MSF(X) is a.s. connected for X ⊂ Rd a homogeneous Poisson

point process (PPP). In [6] this conjecture was proven for dimension d = 2. However,

now there is a strong belief that a.s. connectivity does not hold as soon as the dimension

d is large enough (see e.g. [5, Section 6.3]). The counterparts of the MSF for lattice

graphs are studied in [15, 19], partly due to their intimate connection to percolation

theory. Connectivity and related properties of Euclidean MSF are discussed in [6] and

also in [1] (in the general context of unimodular random networks).

In this paper, for each integer n ≥ 2, we consider a geometric graph, which is defined

by a truncated version of the creek-crossing property and called a creek-crossing graph

of order n. More precisely for ϕ ⊂ Rd locally finite, let Gn(ϕ) be a graph with vertex set

ϕ where two vertices x, y ∈ ϕ are connected by an edge in Gn(ϕ) if there do not exist an

integer m ≤ n and vertices x0 = x, x1, . . . , xm = y ∈ ϕ such that |xi − xi+1| < |x− y|

for all i ∈ {0, . . . ,m− 1}. Observe that

G2(ϕ) ⊃ G3(ϕ) ⊃ · · · ⊃
∞⋂
i=2

Gi(ϕ) = MSF(ϕ),

which explains why we consider these graphs as approximations to the MSF. Further-

more, the graph G2(ϕ) is also known as relative neighborhood graph (or β-skeleton with

β = 2) and was originally introduced in [20] in the context of computational geometry.

Limit theorems for certain functionals on these graphs are considered in [17] and also

[18]. In particular the following inclusions hold

Del(ϕ) ⊃ G(1, ϕ) ⊃ G(β, ϕ) ⊃ G(2, ϕ) = G2(ϕ),

with Del(ϕ) and G(β, ϕ) denoting the Delaunay triangulation and β-skeleton on ϕ,
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respectively; 1 ≤ β ≤ 2.

The goal of this paper is to give criteria for point processes X ⊂ Rd ensuring the a.s.

connectivity of Gn(X). Although the conjecture on the a.s. connectivity of MSF(X)

for X ⊂ Rd a homogeneous PPP is still open for d > 2 (and may well depend on the

dimension d), the connectivity of Gn(X) is far more accessible: our criteria work in all

dimensions and for point processes more general than the homogeneous PPP. Thus, in

a certain sense, we provide conditions that the MSF(X) is ’almost’ connected. From

this perspective they can be seen as a Euclidean counterpart of Theorem 1.3 in [15].

Note that relative neighborhood graphs (or β-skeletons) on point processes in R2

could potentially be considered as stochastic models for road systems. Also in this

context connectivity is a desirable property, see [2, 3, 16]. An application of creek-

crossing graphs in R3 has recently been considered in [9] in order to investigate the

connectivity of nanoparticle systems in advanced functional materials.

We finally remark that for d = 2 it would be interesting to know under which

conditions on X the cells of Gn(X) are a.s. bounded. This will be the subject of a

forthcoming paper. For such stationary point processes one can define a center function

on the cells of Gn(X) by using for instance the center of gravity for each cell. This

allows to consider Gn(X) as a stationary partition of the Euclidean plane in the sense

of [12].

2. Connectivity of relative neighborhood graphs

In order to provide the reader with a gentle introduction, we start by discussing the

special case n = 2 in detail.

2.1. Descending chains

Let us first recall the definition of a descending chain with respect to a locally finite

subset of Rd, see [8, 11].

Definition 2.1. Let ϕ ⊂ Rd be a locally finite set. We say that ϕ has a descending
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chain if there exists an infinite sequence x1, x2, . . . ∈ ϕ satisfying |xi+1 − xi+2| <

|xi − xi+1| for all i ≥ 1.

It is easy to see that each locally finite set ϕ ⊂ Rd, which possesses a descend-

ing chain, also has a descending chain consisting of pairwise distinct elements, see

Lemma 3.1 for a generalized version of this statement. Moreover, the absence of

descending chains in ϕ implies connectivity of the relative neighborhood graph G2(ϕ).

Theorem 2.1. Let ϕ ⊂ Rd be locally finite. If ϕ has no descending chain, then G2(ϕ)

is connected.

Proof. In order to show the assertion of the theorem, we can actually use a similar

construction as in [2]. First observe that G2(ϕ) is always connected if ϕ is finite.

Suppose now that ϕ is an infinite set such that G2(ϕ) is not connected, where we write

x 6∼ y if x, y ∈ ϕ do not belong to the same connected component of G2(ϕ), otherwise

we write x ∼ y. Then, an infinite sequence x1, x2, . . . ∈ ϕ forming a descending chain

can be constructed as follows. Choose an arbitrary x1 ∈ ϕ and put

x2 = argminy∈ϕ(|x1 − y| : x1 6∼ y).

Now suppose that for some k ≥ 2, a sequence x1, . . . , xk ∈ ϕ is given such that

xi = argminy∈ϕ(|xi−1 − y| : xi−1 6∼ y)

holds for all 2 ≤ i ≤ k and such that |x1 − x2| > . . . > |xk−1 − xk|. Then put

xk+1 = argminy∈ϕ(|xk − y| : xk 6∼ y) .

It is clear that |xk−1 − xk| ≥ |xk − xk+1|. Suppose that |xk−1 − xk| = |xk − xk+1|.

Then, as xk−1 6∼ xk, there exist z ∈ ϕ such that

max{|xk−1 − z| , |xk − z|} < |xk−1 − xk| = |xk − xk+1| .
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This implies that xk−1 ∼ z ∼ xk leading to a contradiction. Thus, |xk−1 − xk| >

|xk − xk+1|, which proves the theorem.

The following result is an immediate consequence of Theorem 2.1.

Corollary 2.1. Let X ⊂ Rd be an arbitrary point process. If X has no descending

chain with probability 1, then G2(X) is a.s. connected.

2.2. Annulus continuum percolation threshold

In this section we discuss a connectivity condition for relative neighborhood graphs

G2(X) induced by random point processes X, which is stronger but easier to verify

than the condition formulated in Corollary 2.1. In connection with this, the following

notion of an annulus continuum percolation threshold is useful.

Definition 2.2. Let ϕ ⊂ Rd be a locally finite set, and let r ≥ 0, ε > 0. Consider the

graph G(ϕ, r, ε) with vertex set ϕ and the following edge set. Assume that x, y ∈ ϕ

are connected by an edge if and only if r < |x− y| < r + ε. Furthermore, for r ≥ 0

and a point process X ⊂ Rd we define the annulus continuum percolation threshold

εc(X, r) = inf{ε > 0 : P(G(X, r, ε) percolates) > 0}, where we say that a graph

percolates if it contains an infinite self-avoiding path.

It is easy to see that G(ϕ, r, ε) percolates for r = limn→∞ |xn+1 − xn| and for all

ε > 0 if x1, x2, . . . is a descending chain of ϕ. Moreover, a probabilistic counterpart of

this elementary statement is true, where we use the following auxiliary result.

Lemma 2.1. Let f : [0,∞)→ [0,∞) be a function which satisfies f(x) > x for all x ∈

[0,∞). Then, there exists a countable set C ⊂ R such that [0,∞) =
⋃
q∈C∩[0,∞)[q, f(q)).

Proof. Let Q ⊂ R denote the set of rational numbers. For each q ∈ Q ∩ [0,∞)

define `(q) = inf{r ≥ 0 : q ∈ [r, f(r))}. If this infimum is in fact a minimum, then

define rq,i = `(q) for all i ≥ 1. Otherwise choose any sequence {rq,i}i≥1 such that

rq,i ↘ `(q) monotonously. Then we define C = {rq,i}q∈Q∩[0,∞),i≥1. Now let x ∈ [0,∞)

be arbitrary. We want to prove that x ∈ [rq,i, f(rq,i)) for some q ∈ Q ∩ [0,∞), i ≥ 1.
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First choose some q ∈ [x, f(x)) ∩ Q. By definition, it holds that `(q) ≤ x. Now we

distinguish two cases. If `(q) = x, then the infimum in the definition of `(q) is in

fact a minimum and we have x ∈ [rq,1, f(rq,1)). On the other hand if `(q) < x, then

there exists an i sufficiently large such that rq,i < x. Since x ≤ q < f(rq,i), we obtain

x ∈ [rq,i, f(rq,i)) thereby proving the lemma.

Theorem 2.2. If εc(X, r) > 0 for all r ≥ 0, then a.s. X has no descending chain.

Proof. Consider the function f : [0,∞) → [0,∞) with f(r) = r + ε(r), where

ε(r) = εc(X, r)/2 if εc(X, r) <∞, and ε(r) = 1 otherwise (in fact the only requirements

on ε(r) are ε(r) > 0 and ε(r) < εc(X, r)). Clearly, this function fulfils the condition of

Lemma 2.1. Furthermore, for each ϕ = {xn} ⊂ Rd locally finite, let

R(ϕ) =

 limn→∞ |x̃n − x̃n−1| if ϕ contains a descending chain,

0 otherwise,

where {x̃n} ⊂ ϕ denotes the descending chain of ϕ whose index set is minimal in the

lexicographic ordering. Using this notation we get that

P(X has a descending chain)

≤ P(
⋂
ε>0

{G(X,R, ε) percolates})

≤ P(
⋃

r∈C∩[0,∞)

{R ∈ [r, r + ε(r)) and G(X,R, r + ε(r)−R) percolates})

≤
∑

r∈C∩[0,∞)

P(G(X, r, ε(r)) percolates) = 0,

where the second inequality follows from Lemma 2.1 and in the third inequality we used

subadditivity of P and the relation G(X, r, ε) ⊃ G(X, s, ε+ r− s) for all r ≤ s < r+ ε.

2.3. Examples

We first provide some simple examples of point processes having positive annulus

continuum percolation thresholds. In connection with this we consider point processes
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with finite range of dependence.

Definition 2.3. Let X ⊂ Rd be an arbitrary point process. We say that X has a

finite range of dependence if there exists an integer m > 0 such that for any Borel

sets A,B ⊂ Rd with ρ(A,B) = inf{|x − y| : x ∈ A, y ∈ B} > m, it holds that the

restrictions X|A and X|B of X to the sets A and B, respectively, are independent,

where X|A = X ∩A and X|B = X ∩B.

It is not difficult to see that the following point processes have a finite range

of dependence: Cox processes whose random intensity field has a finite range of

dependence, cluster processes whose primary process has a finite range of dependence

and whose secondary process has a bounded support, and Matern hardcore processes

whose primary point process has a finite range of dependence.

Now we can state the following result whose proof is postponed to Section 4.1, where

it will be provided in a more general context.

Proposition 2.1. Let X ⊂ Rd be a stationary point process with finite range of

dependence and second factorial moment measure that is absolutely continuous with

respect to the 2d-dimensional Lebesgue measure. Then εc(X, r) > 0 holds for all r ≥ 0.

By the results of Theorem 2.2 and Proposition 2.1, stationary point processes

with finite range of dependence and absolutely continuous second factorial moment

measure do not possess descending chains. Therefore, by Theorem 2.1, the relative

neighborhood graphs on such point processes are a.s. connected. Furthermore, there

are some classes of stationary point processes for which conditions can be formulated

that directly imply the a.s. absence of descending chains, see [8]. In particular, the

following results have been derived in Theorems 7.1 - 7.3 of [8] which we restate here

for the convenience of the reader.

Proposition 2.2. Let X be a Cox process with random intensity field {ξx}x∈Rd which

is stationary and satisfies lim supk→∞
k
√
E(ξk0 )/k <∞. Then a.s. X has no descending

chain.



8 C. Hirsch, D. Neuhäuser and V. Schmidt

Following [8] we write N for the family of all locally finite sets of Rd and N for the

smallest σ-algebra of subsets of N such that the mappings ϕ→ ϕ(B) are measurable for

all Borel sets B ⊂ Rd. For ϕ ∈ N denote by ϕ(n) the set of all n-tuples (x1, . . . , xn) ∈ ϕn

with pairwise different entries. Note that ϕ(n) can be identified with the measure

ϕ(n) : Bnd → [0,∞] given by

ϕ(n)(B) =
∑

(x1,...,xn)∈ϕ(n)

1B(x1, . . . , xn), B ∈ Bnd,

where Bnd denotes the Borel-σ-algebra of Rnd and 1B is the indicator of the set B ∈

Bnd. Furthermore we use the notation m[n] = m(m − 1) · · · (m − n + 1) for any

1 ≤ n ≤ m.

Proposition 2.3. Let X be a stationary Poisson cluster process and let Πn denote the

conditional distribution of a single cluster centered at the origin, given that this cluster

has exactly n points. Assume that there exists an M > 0 such that

∫ ∫
1B(x2 − x1, . . . , xk+1 − x1)ϕ(k+1)(d(x1, . . . , xk+1))Πn(dϕ)

≤Mkn[k+1]νkd(B),

holds for all n ≥ 0, k ∈ {0, 1, . . . , n− 1} and B ∈ Bnd, where νkd denotes the Lebesgue

measure on Bkd. Furthermore, assume that the cluster size distribution {pk, k ≥ 0}

has a finite exponential moment, i.e.
∑∞
k=0 pkz

k < ∞ for some z > 1. Then X a.s.

does not have descending chains.

Suppose that X is a stationary Gibbs point process, i.e., there exists a measurable

function e : Rd×N→ [0,∞) (the conditional intensity) satisfying e(x, ϕ) = 0 if x ∈ ϕ,

and

E

(∑
x∈X

f(x,X \ {x})

)
= E

(∫
Rd
e(x,X)f(x,X)dx

)
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for all measurable functions f : Rd × N → [0,∞). We furthermore assume that there

exists a measurable function µ : N → [0,∞) satisfying e(x, ϕ) = µ(Txϕ) where Tx :

N→ N denotes the shift operator given by Txϕ = ϕ− x. Using this notation, we can

state the following result.

Proposition 2.4. Let c > 0 and let X be a Gibbs process as described above fulfilling

E(e(x1, X) · · · e(xn, X ∪ {x1, . . . , xn−1})) < cnn!

for all n ≥ 1 and for all pairwise distinct x1, . . . , xn ∈ Rd. Then a.s. X has no

descending chain.

3. Connectivity of creek-crossing graphs

3.1. Generalized descending chains

The sufficient condition for the connectivity of Gn(X) to be derived uses a gener-

alization of the notion of descending chains considered in Section 2 for n = 2. We

also specify a family of continuum percolation models such that the strict positivity of

percolation thresholds will imply the a.s. absence of generalized descending chains.

Definition 3.1. Let b > 0 and ϕ ⊂ Rd a locally finite set. We say that ϕ has a b-

bounded generalized descending chain if there exists an infinite sequence x1, x2, . . . ∈ ϕ

and an ordered set I = {i1, i2, . . .} ⊂ {1, 2, . . .} with the following properties:

1. |ij+1 − ij | ≤ 2 for all j ≥ 0,

2. 0 < |xi − xi+1| ≤ b for all i ≥ 1,

3.
∣∣xij+1 − xij

∣∣ < ∣∣xij−1+1 − xij−1

∣∣ for all j ≥ 2,

where we use the convention i0 = 0. We say that ϕ has a generalized descending chain

if there exists some b > 0 such that ϕ has a b-bounded generalized descending chain,

see Figure 1.
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x1

x2

x3

x4

x5

≤ b

x6

≤ b x7

Figure 1: Generalized descending chain

The following auxiliary result is useful.

Lemma 3.1. Let ϕ ⊂ Rd be locally finite. Suppose that ϕ contains a generalized de-

scending chain. Then ϕ contains a generalized descending chain consisting of pairwise

distinct elements.

Proof. We show how to transform a given b-bounded generalized descending chain

x1, x2, . . . into a 2b-bounded generalized descending chain consisting of pairwise distinct

elements. The proof is based on Lawler’s method of loop erasure [13]. Let us begin by

proving that each element xi of the descending chain can be visited only finitely many

times. Suppose to the contrary that there exists an infinite sequence k1 < k2 < . . .

with xk1 = xk2 = . . .. Then, by Definition 3.1, we have infinitely many points of ϕ

in the ball B(xk1 , b) centred at xk1 with radius b. This contradicts the local finiteness

property of ϕ. Choose the smallest k1 with the property that xk1 is visited at least

twice. Furthermore, let k2 be chosen as the last index such that xk2 = xk1 . First let

us suppose that k1−1 ∈ I or that k2 ∈ I. In this case, we may simply remove the loop

from xk1+1 and xk2 from the sequence x1, x2, . . .. Now suppose that both k1 − 1 6∈ I

and k2 6∈ I. Here again, we need to distinguish two cases. First assume that xk2−1 is

not visited again after the time k2. Then delete all vertices from the loop between k1

and k2 except for the vertex xk2−1 and redefine xk1 = xk2−1 (see Figure 2, left). On

the other hand suppose xk2−1 is visited again after time instant k2. Let k3 be the last

such time. Then we define xk1+1 = xk2−1 and continue the path at xk3+1 (see Figure

2, right). These steps ensure that in the new chain xk1 is visited only once. Iterating
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this procedure yields the desired chain.

xk1−1
xk1

xk1+1

xk2−1

xk2+1

xk1−1
xk1

xk1+1

xk2−1

xk3+1

Figure 2: New paths with cancelled (dashed) and added (dotted) edges

Now we can prove a criterion for deterministic locally finite sets ϕ ⊂ Rd ensuring

the connectivity of Gn(ϕ), which is an extension of the criterion derived in Theorem

2.1.

Theorem 3.1. Let ϕ ⊂ Rd be locally finite. If ϕ has no generalized descending chains,

then Gn(ϕ) is connected for all n ≥ 2.

Proof. First observe that Gn(ϕ) is always connected if ϕ is finite. Suppose now that

ϕ is an infinite set such that Gn(ϕ) is not connected. As in the proof of Theorem 2.1

we write x 6∼ y if x, y ∈ ϕ do not belong to the same connected component of Gn(ϕ),

otherwise we write x ∼ y. Then, an infinite sequence x1, x
′
1, x2, x

′
2, . . . ∈ ϕ forming

a generalized descending chain can be constructed as follows. Choose an arbitrary

x1 ∈ ϕ and put x′1 = argminy∈ϕ(|x1 − y| : x1 6∼ y). In case the argmin is not unique,

choose an arbitrary element of this set. Now define x′′1 = argminy∈ϕ(|x′1 − y| : x′1 6∼

y). Since x′1 6∼ x′′1 , there exists z0 = x′1, z1, . . . , z` = x′′1 ∈ ϕ satisfying ` ≤ n and

maxi{|zi − zi+1|} < |x′1 − x′′1 |. Let j = min(i : zi 6∼ x′1). Now define x2 = zj−1 and

x′2 = zj . Then we have x′2 6∼ x2 and consequently, |x1 − x′1| ≥ |x′′1 − x′1| > |x2 − x′2| .

Furthermore, suppose that for some k ≥ 2, a sequence x1, x
′
1, . . . , xk, x

′
k ∈ ϕ is given

such that x1 6∼ x′1, x2 6∼ x′2 . . ., xk 6∼ x′k, maxi(|x′i − xi+1|) ≤ (n − 1) |x1 − x′1| and

|x1 − x′1| > . . . > |xk − x′k|. Put x′′k = argminy∈ϕ(|x′k − y| : x′k 6∼ y). It is clear

that |xk − x′k| ≥ |x′k − x′′k |. Since x′k 6∼ x′′k , there exists z0 = x′k, z1, . . . , z` = x′′k ∈ ϕ

satisfying ` ≤ n and maxi{|zi − zi+1|} < |x′k − x′′k |. Let j = min(i : zi 6∼ x′k). Now
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define xk+1 = zj−1 and x′k+1 = zj . Then we have x′k+1 6∼ xk+1 and, consequently,

|xk − x′k| ≥ |x′′k − x′k| >
∣∣xk+1 − x′k+1

∣∣
and

(n− 1) |x1 − x′1| ≥
`−2∑
i=0

|zi − zi+1| ≥ |xk+1 − x′k|

which proves the theorem.

Corollary 3.1. Let X ⊂ Rd be a point process. If X has no generalized descending

chains with probability 1, then Gn(X) is a.s. connected for all n ≥ 2.

3.2. Annulus continuum percolation threshold

The following definition generalizes the notion of the annulus continuum percolation

threshold introduced in Definition 2.2, which is obtained as a special case for x = z.

Definition 3.2. Let ϕ ⊂ Rd be a locally finite set, let r, b ≥ 0 and ε > 0. The

directed graph G(ϕ, b, r, ε) with vertex set ϕ is defined as follows. Assume that x ∈ ϕ

is connected by an oriented edge to y ∈ ϕ if and only if there exists a vertex z ∈ ϕ

such that |x− z| ≤ b and r < |z − y| < r + ε, see Figure 3. Furthermore, for a point

process X ⊂ Rd, let εc(X, b, r) = inf{ε > 0 : P(G(X, b, r, ε) percolates) > 0}, where

a (directed) graph is said to percolate if it contains an infinite self-avoiding directed

path.

x

z y

b

r

ε

Figure 3: Connection rule in G(ϕ, b, r, ε)
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It is easy to see that G(ϕ, b, r, ε) percolates for r = limn→∞ |xin+1 − xin | and for

all ε > 0 if x1, x2, . . . is a b-bounded generalized descending chain of ϕ. Moreover, a

probabilistic counterpart of this elementary statement is true.

Theorem 3.2. Let b ≥ 0 be arbitrary but fixed. If εc(X, b, r) > 0 for all r ≥ 0, then

a.s. X has no b-bounded generalized descending chain.

The proof of Theorem 3.2 is analogous to that of Theorem 2.2, where it suffices to

replace εc(X, r) by εc(X, b, r), the phrase descending chain by b-bounded generalized

descending chain, and G(X,R, ε) by G(X, b,R, ε).

4. Examples

We now consider two classes of stationary point processes that a.s. do not admit

generalized descending chains. First we consider point processes with positive percola-

tion thresholds. The second class consists of several examples for which one can use a

certain moment condition to prove the a.s. absence of generalized descending chains.

4.1. Point processes with positive percolation thresholds

In this section we show that both point processes with finite range of dependence

as well as processes whose factorial moment measures satisfy some product-form dom-

ination condition have positive percolation thresholds.

4.1.1. Finite range of dependence. In order to extend the statement of Proposition 2.1,

we apply an auxiliary result given in [14], see Lemma 4.1 below, where the following

notion of stochastic dominance of probability measures is used.

Definition 4.1. Let Z ⊂ R denote the set of all integers and consider {0, 1}Zd as

a topological space endowed with the product topology. Let µ, ν : B({0, 1}Zd) →

[0, 1] be probability measures, where B({0, 1}Zd) denotes the Borel σ-algebra over

{0, 1}Zd . Then, µ is said to stochastically dominate ν if for any continuous (com-

ponentwise) increasing function f : {0, 1}Zd → R it holds that
∫
{0,1}Zd f(ω) µ(dω) ≥
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∫
{0,1}Zd f(ω)ν(dω).

Definition 4.2. We denote by C(d, k, p) the class of Zd-indexed random fields {Xs}s∈Zd

satisfying the conditions

1. {Xs}s∈Zd is k-dependent, i.e. for all A,B ⊂ Zd with d∞(A,B) ≥ k the random

fields {Xs}s∈A and {Xt}t∈B are independent, where

d∞(A,B) = inf
a∈A,b∈B

max
i=1,...,d

|ai − bi| ,

2. P(Xs = 1) ≥ p for all s ∈ Zd.

Lemma 4.1. Let d, k ≥ 1. When p is large enough, every random field in C(d, k, p)

dominates a product random field with density 0 < ρ < 1 (where ρ is a constant

depending on d, k and p). One can make the density of these product random fields

become arbitrarily close to 1 by taking p large enough.

Since εc(X, r) ≥ εc(X, b, r) for any b, r ≥ 0, the following result is an extension of

Proposition 2.1.

Proposition 4.1. Let X ⊂ Rd be a stationary point process with finite range of

dependence and second factorial moment measure that is absolutely continuous with

respect to the 2d-dimensional Lebesgue measure. Then εc(X, b, r) > 0 holds for all

b, r ≥ 0.

Proof. Let b, r ≥ 0 be arbitrary fixed numbers. The idea is to discretize Rd and then

to apply Lemma 4.1. For x ∈ Zd and s > 0 define the box Qs(x) = x ⊕ [−s/2, s/2]d

and the ball Bs(x) = {y ∈ Rd : |x− y| ≤ s}, where A ⊕ B = {x + y : x ∈ A, y ∈ B}

denotes Minkowski addition of A,B ⊂ Rd. Now let 0 < ε < 1 be arbitrary (the

value of ε will be specified later). Consider the lattice L = (V,E) with V = Zd and

E = {{x, y} : x, y ∈ Zd, x 6= y, |xi − yi| ≤ 1 for all 1 ≤ i ≤ d}, where x = (x1, . . . , xd)

and y = (y1, . . . , yd). Then we define a site percolation model (Yz)z∈Zd on L as follows.

We say that a site v ∈ V is open – and write Yv = 0 – if there exist x, y ∈ X such
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that x ∈ (r+ b+ 1)Q1(v) and there exists a (directed) edge from x to y in G(X, b, r, ε)

(note that we do not necessarily assume that y ∈ (r + b + 1)Q1(v)). Otherwise, the

site v ∈ V is said to be closed. First, it is clear that if G(X, b, r, ε) percolates, then the

associated site model does so. Thus it is sufficient to show that the site model does

a.s. not percolate, when ε is chosen small enough.

First let 0 < ρ < 1 consider Bernoulli site percolation (Y ′z )z∈Zd on the lattice L

and where the probability for any fixed site z ∈ Zd to be closed – write Y ′z = 1 –

is given by ρ. It is well-known from classical percolation theory (see [10, Theorem

1.33]) that by choosing ρ sufficiently close to 1 the set of open sites a.s. does not

percolate. In particular, the proof of Proposition 4.1 is completed, if we can show

that (Yz)z∈Zd dominates (Y ′z )z∈Zd . By Lemma 4.1 it suffices to show that there exist

k ≥ 1 such that for all 0 < p < 1 we can find ε > 0 with (Yz)z∈Zd ∈ C(d, k, p). First

observe that for any 0 < ε < 1 and any z ∈ Zd the event Yz = 0 depends only on

X ∩ ((r + b + 1)v + 3(r + b + 1)Q1(o)). Since the range of dependence of X is finite

this implies that we can find some k ≥ 1 such that (Yz)z∈Zd is k-dependent. Finally let

us show limε→0 P(Yo = 1) → 1. Let ρ(2)(x1, x2) be the density of the second factorial

moment measure of X and observe that

P(v is open)

≤ E

 ∑
Xi,Xj ,Xi 6=Xj

1((r+b+1)Q1(v))⊕(Bb(0))(Xi)1{(y,z):r<|y−z|<r+ε}(Xi, Xj)


= λ2

∫
ρ(2)(x1, x2)1((r+b+1)Q1(v))⊕(Bb(0))(x1)1{(y,z):r<|y−z|<r+ε}(x1, x2)dx1dx2

For ε→ 0 the integrand tends to 0. Thus an application of dominated convergence we

obtain that P(v is open) becomes arbitrarily small as ε approaches 0.

4.1.2. Sub-Poisson processes. Using ideas from [7] the positivity of the percolation

thresholds can also be proven for so-called α-weakly sub-Poisson processes. To give

a formal proof of this statement, we need to introduce a further notion which can be
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seen as a discretized path-oriented version of the directed graph G(ϕ, b, r, ε) introduced

in Definition 3.2. For 0 < ε < 1, r > 0 and x ∈ Rd we use the notation Zdε = εZd,

Qε(x) = x⊕ [−ε/2, ε/2]d, and R(r, ε) = {y ∈ Rd : r < |y| < r + ε}.

Definition 4.3. Let r ≥ 0, 0 < ε < 1, b ≥ r + ε and let ϕ ⊂ Zdε be arbitrary. We

say that ϕ has a (b, r, ε)-chain if there exists an infinite sequence z1, z2, . . . ∈ ϕ and an

ordered set I = {i1, i2, . . .} ⊂ {1, 2, . . .} with the following properties:

1. |ij+1 − ij | ≤ 2 for all j ≥ 0,

2. Qε(zi+1) ∩ (Qε(zi)⊕Bb(0)) 6= ∅, for all i ≥ 1,

3. Qε(zij+1) ∩
(
Qε(zij )⊕R(r, ε))

)
6= ∅, for all j ≥ 1,

where we use the convention i0 = 0.

The following auxiliary result is similar to Lemma 3.1.

Lemma 4.2. Let r ≥ 0, 0 < ε < 1, b ≥ r+ ε and let ϕ ⊂ Zdε. Suppose that ϕ contains

a (b, r, ε)-chain z1, z2, . . . with the additional property that every zn is only visited a

finite number of times. Then ϕ contains a (2b+
√
dε, r, ε)-chain consisting of pairwise

distinct elements.

Proof. We show how to transform a given (b, r, ε)-chain z1, z2, . . . into a (2b +
√
dε, r, ε)-chain consisting of pairwise distinct elements. The proof is based on Lawler’s

method of loop erasure [13]. Choose the smallest k1 with the property that zk1 is visited

at least twice. Furthermore, let k2 be chosen as the last index such that zk2 = zk1 .

First let us suppose that k1 − 1 ∈ I or that k2 ∈ I. In this case, we may simply

remove the loop from zk1+1 and zk2 from the sequence z1, z2, . . .. Now suppose that

both k1−1 6∈ I and k2 6∈ I. Here again, we need to distinguish two cases. First assume

that zk2−1 is not visited again after the time k2. Then delete all vertices from the loop

between k1 and k2 except for the vertex zk2−1 and redefine zk1 = zk2−1. On the other

hand suppose zk2−1 is visited again after time instant k2. Let k3 be the last such time.

Then we define zk1+1 = zk2−1 and continue the path at zk3+1. These steps ensure that
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in the new chain zk1 is visited only once. Iterating this procedure yields the desired

chain.

Definition 4.4. Let X be a point process whose n-th factorial moment measure is

absolutely continuous with respect to the nd-dimensional Lebesgue measure for all

n ≥ 1. If there exists c > 0 such that for all n ≥ 1 the respective densities ρ(n) satisfy

ρ(n)(x1, . . . , xn) ≤ cn for all (x1, . . . , xn) ∈ Rnd, then X is called α-weakly sub-Poisson.

Examples of α-weakly sub-Poisson processes can be found e.g. in [7].

Proposition 4.2. Let X be a α-weakly sub-Poisson process. Then εc(X, b, r) > 0

holds for all r, b ≥ 0.

Proof. It suffices to prove that there exists n ≥ 1 such that X does not contain an

infinite path in G(X, b, r, 1/n) starting from Q1/n(z1) for all z1 ∈ Z1/n. Note also that

every such infinite path induces a (b, r, 1/n)-chain with the property that each element

is only visited a finite number of times (this follows from the local finiteness property

of X). Using Lemma 4.2 it thus suffices to prove the a.s. absence of (b, r, 1/n)-chains

starting at z1 and consisting of pairwise distinct elements. Let m ≥ 0, 0 ≤ ` ≤ m

and I = {i1, . . . , i`} ⊂ {0, . . . ,m− 1}. Then we define the set AI,z1,b,r,n ⊂ Rd(m−1) as

AI,z1,b,r,n = B ∩ C ∩D ∩ E, where

B = {(z2, . . . , zm) : 0 < ij − ij−1 ≤ 2 for all 1 ≤ j ≤ `− 1} ,

C = {(z2, . . . , zm) : Q1/n(zi+1) ∩ (Q1/n(zi)⊕Bb(0)) 6= ∅ for all 1 ≤ i ≤ m− 1} ,

D = {(z2, . . . , zm) : Q1/n(zij+1) ∩ (Q1/n(zij )⊕R(r, 1/n)) 6= ∅ for all 1 ≤ j ≤ `− 1} ,

E = {(z2, . . . , zm) : zi 6= zj for all i 6= j} .

Thus we may think of AI,z1,b,r,n as a set of (b, r, n)-chains of length m where the set I

is already specified. Furthermore, it is easy to see that there are constants C1, C2 > 1
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(only depending on d) satisfying

∣∣∣{z ∈ Zd1/n : Q1/n(z) ∩
(
Q1/n(0)⊕Bb(0)

)
6= ∅}

∣∣∣ ≤ C1 · bdnd

and ∣∣∣{z ∈ Zd1/n : Q1/n(z) ∩
(
Q1/n(0)⊕R(r, 1/n)

)
6= ∅}

∣∣∣ ≤ C2 · rd−1nd−1 .

From this we conclude |AI,z1,b,r,n| ≤ (C1b
dnd)m−1−|I|(C2r

d−1nd−1)|I|. Therefore, if Y

is an α-weakly sub-Poisson point process we obtain the following inequalities for all

m ≥ 1:

P(there is an infinite path in G(X, b, r, 1/n) starting from Q1/n(z1))

≤ P
( ⋃
I⊂{1,...,m}

⋃
(z2,...,zm)∈AI,z1,b,r,n

⋂
i∈{1,...,m}

{
∣∣X ∩Q1/n(zi)

∣∣ ≥ 1}
)

≤
∑

I⊂{1,...,m}

∑
(z2,...,zm)∈AI,z1,b,r,n

E(
∣∣X ∩Q1/n(z1)

∣∣ · · · ∣∣X ∩Q1/n(zm)
∣∣)

≤
∑

I⊂{1,...,m}
|I|≥m/2

(C1b
dnd)m−1−|I|(C2r

d−1nd−1)|I|(c(1/n)d)m

≤ Cm1 Cm2 bdmcmr(d−1)m
∑

I⊂{1,...,m}
|I|≥m/2

n−|I|

≤
(
C1C2b

dcr(d−1)2n−1/2
)m

,

which for sufficiently large n tends to 0 as m→∞.

4.2. Moment condition for the absence of generalized descending chains

We show now that by strenghtening the assumptions used in [8, Theorem 4.1] one

can obtain still another criterion for the absence of generalized descending chains. To

make this precise, we need to recall some definitions and assumptions given in [8,

Section 4].
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Let b ≥ 1, x0 ∈ Rd, 0 ≤ a ≤ u ≤ b, n ≥ 1 and I = {i1, . . . , im} ⊂ {0, . . . , n − 1}.

Then we define ÃI,x0,a,u,b ⊂ Rdn as ÃI,x0,a,u,b = B̃ ∩ C̃ ∩ D̃, where

B̃ = {(x1, . . . , xn) : 0 < ij − ij−1 ≤ 2 for all 1 ≤ j ≤ m} ,

C̃ = {(x1, . . . , xn) : u > |xi1 − xi1+1| > . . . > |xim − xim+1| ≥ a} ,

D̃ = {(x1, . . . , xn) : |xi − xi+1| ≤ b for all 0 ≤ i ≤ n− 1}

(using the convention i0 = −1). Let K > 1 be chosen such that K > κd holds for

all d ≥ 1, where κd is the volume of the d-dimensional unit ball. We first state two

auxiliary results which will be useful for later computations.

Lemma 4.3. For all I = {i1, . . . , im} ⊂ {0, . . . , n− 1}, n ≥ 1, b ≥ 1, x0 ∈ Rd and for

all b ≥ u > a ≥ 0 satisfying ud − ad ≤ 1 it holds that

νdn(ÃI,x0,a,u,b) ≤ bdnKn (ud − ad)bn/2c

(bn/2c)!

Proof. The assertion is shown by induction on n. The case n = 1 is clear. To prove

the general case, let us first assume that i1 = 0, where we write Ĩ = {i2−1, . . . , im−1}.

Then we have

νdn(ÃI,x0,a,u,b) ≤
∫

1{(y,z):u>|y−z|≥a}(x1, x0)νd(n−1)(ÃĨ,x1,a,|x1−x0|,b)dx1

≤
∫

1{(y,x0):u>|y−x0|≥a}(x1)
bd(n−1)Kn−1(|x1 − x0|d − ad)(b(n−1)/2c)

(b(n− 1)/2c)!
dx1

= bd(n−1)Kn (ud − ad)(b(n−1)/2c)+1

((b(n− 1)/2c) + 1)!
.

Now suppose that i1 = 1. Here we write Ĩ = {i2 − 2, i3 − 2, . . . , im − 2} and compute

νdn(ÃI,x0,a,u,b)

≤
∫

1{(y,z):b≥|y−z|}(x1, x0)

∫
1{(y,z):u>|y−z|≥a}(x1, x2)
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× νd(n−2)(ÃĨ,x2,a,|x1−x2|,b)dx2dx1

≤
∫

1{(y,z):b≥|y−z|}(x1, x0)

∫
1{(y,z):u>|y−z|≥a}(x1, x2)

× bd(n−2)Kn−2 (|x1 − x2|d − ad)bn/2c−1

(bn/2c − 1)!
dx2dx1

= bd(n−1)Kn (ud − ad)bn/2c

(bn/2c)!
.

Let X be a stationary point process with intensity λ. Furthermore, let {ξx}x∈Rd

denote a stationary random field with values in a shift-invariant subset W ⊂ ERd

(where (E, E) is any measurable space) and let W denote the σ-algebra generated by

the mappings evx : ξ 7→ ξx. We also assume joint stationarity of (X, ξ) and that there

exists a function µ : N×W → R satisfying

λPX,ξ0 ((X \ {0}, ξ) ∈ (·, ·)) = E
(
µ(X, ξ)1(·,·)(X, ξ)

)
, (4.1)

where the Palm distribution PX,ξ0 : N ⊗W → [0, 1] is defined by

PX,ξ0 (A) = λ−1E

 ∑
Xn∈[0,1]d

1A(Tx(X, ξ))

 , A ∈ N ⊗W .

Finally, writing en(x1, . . . , xn) =
∏n
i=1 µ(Txi(X ∪ {x1, . . . , xi−1}), Txiξ), we assume

that there exist cn > 0 satisfying

E (en(x1, . . . , xn)) ≤ cn and lim sup
n→∞

bn/2c
√
cn

n
<∞. (4.2)

The following auxiliary result is also useful. For b ≥ u > a ≥ 0, x0 ∈ Rd, and

I ⊂ {0, . . . , n− 1} we define

Cn,I(x0, a, u, b) = {ϕ ∈ N : there exist x1, . . . , xn ∈ ϕ with (x1, . . . , xn) ∈ ÃI,x0,a,u,b

and xi 6= xj for i 6= j}.
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Furthermore, we use the abbreviating notation αk(I) = I ∩ [0; k], βk(I) = (I − k) ∩

[0;n− k], and γ(k, I) = sup{` < k : ` ∈ I}, with the convention that |x−∞| = u.

Lemma 4.4. It holds that

P(X ∈ Cn,I(o, a, u, b))

≤
∫

1Ãαk(I),0,a,u,b
(x1, . . . , x1 + . . .+ xk)E (ek(0,−xk,−xk − xk−1, . . . ,−xk − . . .− x2)

×1Cn−k,βk(I)(o,a,|xγ(k,I)+1|,b)(X)
)
dx1 · · · dxk.

Proof. The assertion is shown by induction on k, where the case k = 0 is trivial.

Assume now that the claim is true for 0 < k < n. Then,

P(X ∈ Cn,I(o, a, u, b))

≤
∫

1Ãαk(I),o,a,u,b
(x1, x1 + x2, . . . , x1 + . . .+ xk)

× E
(
ek(0,−xk, . . . ,−xk − . . .− x2)1Cn−k,βk(I)(o,a,|xγ(k,I)+1|,b)(X))

)
dx1 · · · dxk

≤
∫

1Ãαk(I),o,a,u,b
(x1, x1 + x2, . . . , x1 + . . .+ xk)

× E
[
(1βk(I)(0)1{(y,z):|y|>|z|≥a}(xγ(k,I)+1, xk+1) + 1{0,...,n−k}\βk(I)(0)1{y:b≥|y|}(xk+1))

× ek(0,−xk, . . . ,−xk − . . .− x2)

× 1Cn−(k+1),βk+1(I)(o,a,|xγ(k+1,I)+1|,b)(Txk+1
X \ {0})

)
X(dxk+1)

]
dx1 · · · dxk

≤
∫

1Ãαk+1(I),o,a,u,b
(x1, x1 + x2, . . . , x1 + . . .+ xk+1)

× E (ek+1(0,−xk+1,−xk+1 − xk, . . . ,−xk+1 − . . .− x2)

×1Cn−(k+1),βk+1(I)(o,a,|xγ(k+1,I)+1|,b)(X)
)
dx1 · · · dxkdxk+1.

Now we are in a position to prove the main result of this section.

Proposition 4.3. Let X be a stationary point process satisfying conditions (4.1) and

(4.2). Then a.s. X has no generalized descending chain.

Proof. By subadditivity it suffices to prove for every b ∈ Q ∩ [1,∞) that a.s. X
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does not contain any b-bounded generalized descending chains. Furthermore, we write

Cn(x0, a, u, b) =
⋃
I⊂{0,...,n−1} Cn,I(x0, a, u, b) and C(x0, a, u, b) =

⋂
n≥1 Cn(x0, a, u, b).

Now suppose we could show that for any b ≥ 1 and any u ≥ a ≥ 0 there exists εb(a) > 0

satisfying

P(X ∈ C(o, a, u, b)) = 0 for all b ≥ u > a with u− a < εb(a) and ud − ad < 1 (4.3)

Then choose a countable Λ ⊂ [0,∞) such that [0,∞) =
⋃
a∈Λ[a, a + εb(a)/2) – the

existence of Λ follows from Lemma 2.1. From subadditivity and stationarity, we then

deduce that also P
(⋃

x∈Qd
⋃
a∈Λ C(x, a, a+ εb(a)/2, b)

)
= 0. But if ϕ has b-bounded

generalized descending chains, then it is easy to see that ϕ ∈
⋃
x∈Qd

⋃
a∈Λ C(x, a, a +

εb(a)/2, b). In particular, we obtain from Lemma 4.4

P(X ∈ Cn,I(a, u, b)) ≤
(∫

ÃI,o,a,u,b(x1, . . . , x1 + . . .+ xn)dx1 · · · dxn
)
cn.

Using Lemma 4.3 and the existence of c > 0 satisfying cn ≤ cbn/2c(bn/2c)! for

sufficiently large n (use (4.2) and Stirling’s formula), we obtain

P(X ∈ Cn,I(a, u, b)) ≤ Knbdn
(ud − ad)bn/2c

bn/2c!
cn

≤ Knbdn(ud − ad)bn/2ccbn/2c

which converges to 0 for n→∞, provided that ud − ad is sufficiently small.

Note that conditions (4.1) and (4.2) are satisfied for Cox processes and Gibbs

processes (see Corollaries 4.1 and 4.2 below). We also remark that in general Poisson

cluster processes do not satisfy (4.1). But, on the other hand, there are many Poisson

cluster processes which satisfy the conditions of Proposition 4.1.

Corollary 4.1. Let X be a Cox process with stationary random intensity field {ξx}x∈Rd

satisfying lim sup bn/2c
√
E(ξn0 )/n < ∞. Then a.s. X has no generalized descending

chains.
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Proof. Condition (4.1) is satisfied for µ(ϕ,w) = w0. Repeated application of Hölder’s

inequality yields E(en(x1, . . . , xn)) = E (
∏n
i=1 ξ−xi) ≤ E(ξn0 ). Thus the assumption

of the corollary implies (4.2)

Furthermore, [8, Theorem 7.3] may be easily adapted to the case of generalized

descending chains. Assume that X is a Gibbs process. Then, by definition, there

exists a measurable function e : Rd × N→ [0,∞) satisfying

E

(∑
x∈X

f(x,X \ {x})

)
= E

(∫
e(x,X)f(x,X)dx

)

for all measurable functions f : Rd × N → [0,∞). We also assume that there exists a

measurable function µ : N→ [0,∞) satisfying e(x,X) = µ(TxX). Using this notation,

we obtain the following result.

Corollary 4.2. Let c > 0 and let X be a stationary Gibbs process as described above.

Moreover, assume that

E(e(x1, X) · · · e(xn, X ∪ {x1, . . . , xn−1})) < cn(bn/2c)! holds for any n ≥ 1 and

x1, . . . , xn ∈ Rd. Then a.s. X has no generalized descending chains.

Proof. Condition (4.1) is satisfied for µ(ϕ,w) = µ(ϕ). Since we have en(x1, . . . , xn) =

e(x1, X) · · · e(xn, X ∪ {x1, . . . , xn−1}), the required inequality (4.2) follows from the

assumption of the corollary.

Note that in Corollaries 4.1 and 4.2 we impose stronger moment conditions than in

Propositions 2.2 and 2.4, respectively.

5. An application to microstructure analysis of advanced materials

In [9] Gaiselmann et al. proposed a stochastic model which describes the 3D

morphology of nanoparticle systems in porous materials used for electrodes of high-

temperature fuel cells. As the nanoparticles form the solid phase of these porous

materials, they should be completely connected to each other. Therefore, a variant of
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the creek-crossing graph has been considered in [9] to model the nanoparticle systems.

We briefly sketch the definition of this model and show how the results of the present

paper can be used to prove the desired connectivity. The basic difference of the creek-

crossing graph considered in [9] is a modification of the Euclidean distance. This can

be made precise by the following definition.

Definition 5.1. Let V be an arbitrary set and denote by KV = (V,E) the complete

graph on V . Furthermore let π : E → [0,∞) be an arbitrary (symmetric) weight-

function. Then the creek-crossing graph Gn(V, π) is a graph on the vertex set V ,

where for any x, y ∈ V an edge is drawn between x and y if and only if there does not

exist an integer m ≤ n and a finite sequence of vertices x0 = x, . . . , xm = y, xi ∈ V for

all i = 0, . . . ,m satisfying π({xi, xi+1}) < π({x, y}) for all i = 0, . . . ,m− 1.

It is not difficult to see that Definitions 3.1 and 3.2 can easily be extended to the case

of an arbitrary weight-function. Thus it still makes sense to speak about b-bounded

generalized descending chains and the graphs G(V, π, b, r, ε). On the other hand, the

proof of Theorem 3.1 makes use of the triangle inequality, so we can not expect it

to hold in the more general setting of the present section, without any additional

conditions. Therefore from now we additionally assume that V = ϕ ⊂ Rd is locally

finite and that π({x, y}) = |x− y| · f(x, y), where f : R2 → [0,∞) is a certain function

such that for some constants c1, c2 > 0 it holds that c1 ≤ f(x, y) ≤ c2 for all x, y ∈ Rd.

Suppose that V and π are of this form. Then the proof of Theorem 3.1 can be easily

adapted – even if the triangle inequality does not hold for π. Furthermore also the

proof of Proposition 4.1 can be transferred to the more general setting. This yields a

large class of stationary point processes X with the property that also the more general

graphs Gn(X,π) are a.s. connected.
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