Cohesive phase-field chemo-mechanical simulations of inter- and trans- granular fractures in polycrystalline NMC cathodes via image-based 3D reconstruction
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Abstract

The optimal design and durable utilization of lithium-ion batteries necessitates an objective modeling approach to understand fracture and failure mechanisms. This paper presents a comprehensive chemo-mechanical modeling study focused on elucidating fracture-induced damage and degradation phenomena in the polycrystalline Li\textsubscript{1/3}Ni\textsubscript{0.5}Mn\textsubscript{0.3}Co\textsubscript{0.2}O\textsubscript{2} (NMC532) cathode. An innovative approach that utilizes image-based reconstructed 3D geometry as finite element (FE) mesh input is employed to enhance the precision in capturing the convoluted architecture and morphological features. For accurately representing the intricate crack configurations within the polycrystalline system, we adopted the cohesive phase-field fracture (CPF) model. Through the integration of advanced image-based geometry reconstruction technique and the promising CPF modeling approach, lithium (de)intercalation induced crack evolution (e.g., nucleation, propagation, branching and diverse modes including inter-/trans-(intra-) granular patterns) and the resulting chemical degradation can be precisely captured, which is also compared and validated with numerical predictions using a continuum damage model. In particular, this model predicts fracture induced degradation under varying fracture properties of grain boundaries and charging rates; the conclusion that NMC particles comprised of larger grains are predicted to have less degradation than those with smaller grains can also be drawn. This comprehensive analysis provides valuable insights into the fracture and degradation within polycrystalline NMC cathodes.
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1. Introduction

Lithium-ion batteries have emerged as a transformative technology, powering an array of essential devices from smartphones to electric vehicles. As our reliance on these energy storage systems continues to grow, there is an in-
creasing demand for batteries that not only deliver superior energy performance but also exhibit exceptional durability over their operational lifespan [1, 2].

A key factor influencing the longevity and reliability of lithium-ion batteries (LIBs) is the mechanical integrity of their components. Crack-induced damage and fracture stand out as among the most frequently encountered failure modes and degradation mechanisms in lithium-ion batteries [3, 4] and have garnered extensive attention and concern among researchers, who have adopted a diverse range experimental [5–7] and modeling [8–13] approaches aiming for understanding the intricate interplay between mechanical stress, fracture, and electrochemical behavior within these energy storage systems.

In this paper we limit ourselves to Li$_{x}$Ni$_{0.5}$Mn$_{0.3}$Co$_{0.2}$O$_{2}$ (NMC 532) cathode, which exhibits high capacity, electrochemical stability and cost-effectiveness [14, 15] and is becoming a compelling option for LIBs. Nevertheless, it suffers from degradation and capacity fade attributed to detrimental cracking and fracture [6, 16, 17]. The NMC secondary particles exhibit a polycrystalline microstructure consisting of randomly oriented single grains, also referred to as primary particles. The interfaces where these crystalline grains meet are known as grain boundaries (GBs). During charging (de-lithiation for the cathode) and discharging (lithiation for the cathode) cycling, anisotropic volume change (expansion/shrinkage) due to Li (de)intercalation can generate heterogeneous stress distribution in the structures. Typically, GBs with lower mechanical resistance act as stress concentration points, thus damage and cracks always nucleate and grow here forming inter-granular fracture [16, 18]; in addition, with introduced defects (e.g., vacancy) in particle and the random grains’ orientations [19, 20], trans-granular fracture within the primary particles can also be observed in the experiments [17, 21]. Thus, the presence of aforementioned cracks can further hinder the transport paths of lithium and subsequently leads to chemical degradation and capacity loss.

This knowledge offers a promising opportunity for predicting degradation within electrodes and ensuring sustainable battery performance, where the formation of various fracture mechanisms and induced degradation could be evaluated through 3D multi-physics models. Several computational endeavors have been undertaken to capture the chemo-mechanical coupling in cathode particles and LIBs. [22, 23] calculate lithium (de)intercalation induced mechanical stresses to examine the structural integrity of electrodes, mechanical stress driven diffusion is further involved in [24, 25] to capture emergent Lithium diffusion behaviors; based on the coupled scheme, more extensions include: Cahn-Hilliard type diffusion model to account for the phase separation [26–28], large deformation under lithium insertion [26, 28], anisotropic transport of lithium [29, 30], polycrystalline micro-structure based simulations [30, 31], damage and fracture predictions in electrode particles [9, 13, 29, 30, 32, 33], etc. See [11, 12] for comprehensive reviews on chemo-mechanical modeling of LIBs. All the aforementioned numerical investigations considerably reveal the basic understanding of cathode materials under a chemo-mechanical environment, which provides us with beneficial references on theoretical modeling and implementation. However, most simulations are restricted to either homogeneous particles or simplified (idealized) 2D/3D polycrystalline structures, and the absence of a recognition of the crucial role played by accurate particle geometry and architectures in comprehending and forecasting chemo-mechanical responses and degradation mechanisms is noteworthy. In this paper, through the utilization of
the image-based reconstructed 3D NMC polycrystalline particles [33–37] for multi-physical simulations, we aim to enhance the precision and fidelity of our modeling, investigate the mechanism of chemical degradation induced by chemo-mechanical cracking and eventually make reliable predictions on degradation in NMC cathode.

In the past decade, the utilization of the finite element (FE) method to simulate damage and fracture in batteries has drawn growing interests and attentions across diverse research disciplines. In this context, we made a concise review. In discontinuous approaches where the displacement jump is explicitly represented, the cohesive zone model (CZM) [38] might be the most popular candidate among many others. In CZM, the crack is geometrically represented by an embedded zero-thickness element, where its opening (displacement jump) and progression are regulated by the Traction-Separation Law (TSL). The CZM is particularly well-suited for capturing the propagation of cracks along grain boundaries and induced across-GBs degradation in the LIBs, extensive applications can be seen in [10, 28, 29, 39–41]. However, the previously mentioned CZM formulations required a priori knowledge of the crack path [38], which constrains its ability to model inter-granular fracture exclusively. As already mentioned, arbitrary cracking patterns within the grains should also be involved to accurately capture the failure and degradation of polycrystalline cathode. Comparatively, in continuous approaches the displacement field is continuous and the cracking induced material’s softening behavior is characterized using the stress-strain constitutive law equipped with a damage variable. Recently in [33], the continuum damage model (CDM) is extended to chemo-mechanical circumstances to study the degradation and capacity fade of a Li-ion cell. Remarkably, image-based reconstructed 3D secondary particles are used in the simulations. They comprehensively explored the influences of charging rates and particle’s architectures, however, their assumption of identical fracture properties between GBs and grains resulted in less accurate predictions of crack evolution within the polycrystalline system. Such damage model, in local form, can yield misleading or erroneous numerical results due to severe FE mesh bias dependence [42], unless some extra strategies like gradient enhancement [42] are considered. Inspired by the phase-field fracture model originally proposed by [43, 44] and its extensive applications to fracture problems in various engineering backgrounds, this technique also demonstrated successful applications in the context of LIBs [8, 9, 13, 32, 45–48], showcasing its promising potentials to accurately predict crack initiation, propagation and complex phenomena such as inter-/trans- granular patterns and branching.

Accordingly, aiming for studying the chemo-mechanical cracking induced degradation in NMC cathodes, the image-based reconstructed 3D NMC particles are simulated within the phase-field framework. More specifically, cohesive phase-field fracture (CPF) model [49] is adopted for predicting the cracking and damage evolutions. The CPF model introduced the material ultimate strength and elegantly constructed a novel energy degradation function to eliminate the dependence of predicted results on the length-scale parameter [49], while for standard phase-field fracture models like AT1/AT2 [44, 50, 51], the length scale is supposed to be calibrated from material properties [52, 53], thus it does not apply to multi-physical cases where material properties may vary with changing environment, for example, lithium concentration dependence [47]. Interested readers can refer to [49] for details. In accordance with the continuum representation of phase-field cracking, grain boundaries are treated as an individual material phase possessing a physical thickness [47, 54, 55], whose generation in reconstructed 3D particle via numerical strategy also poses a
noteworthy challenge that we aim to tackle in this paper. Ultimately, chemo-mechanical responses, multiple fracture mechanisms including inter-/trans- granular patterns and the induced chemical degradation in the polycrystalline active materials are expected to be well captured with the unified coupled CPF scheme, which will be validated with numerical predictions using the continuum damage model [33]. Through the integration of advanced image-based geometry reconstruction technique and the promising CPF modeling approach, we particularly address the influences of grain boundaries’ fracture property, charging rate, and grain size dependence on the chemo-mechanical cracking induced degradation behaviors.

The remainder of this paper is outlined as follows. Section 2 briefly summarizes how the 3D NMC cathode particles are generated based on scanned image data and meshed for the finite element simulations. Section 3 presents the fully coupled chemo-mechanical cohesive phase-field fracture model, which is derived in a thermodynamically consistent manner. More specifically, governing equations, constitutive laws, interphase representation of GBs, and coupled relationships are properly addressed. Section 4 briefly introduces how the inter-fields coupled model is numerically implemented and solved and how to generate the GBs phase from sharp interfaces. Section 5 presents several representative numerical examples, e.g., benchmarks with 2-grains structure, comparison with results obtained from the CDM, and diverse parametric studies investigating their impacts on chemo-mechanical fracture induced degradations. The relevant conclusions and outlooks are drawn in Section 6.

Notation. Compact tensor notation is used in the theoretical part of this paper. As general rules, scalars are denoted by italic light-face Greek or Latin letters (e.g., \( a \) or \( \lambda \)); vectors, second- and fourth-order tensors are signified by italic boldface minuscule, majuscule and blackboard-bold majuscule characters like \( \mathbf{a} \), \( \mathbf{A} \) and \( \mathbb{A} \), respectively. The Voigt notation of vectors and second-order tensors are denoted by boldface minuscule and majuscule letters like \( \mathbf{a} \) and \( \mathbf{A} \), respectively. The inner products with single and double contractions are denoted by ‘‘\( \cdot \)’’ and ‘‘\( : \)’’, respectively.

2. Generation and meshing of cathode polycrystalline geometry

In the present paper, four virtual NMC particles consisting of 2, 4, 8 and 16 grains have been simulated and meshed from a stochastic geometry model [56]. The following is a description of the stochastic geometry model workflow, which is also depicted see Figure 1. For further details on this process, see [34]. A resource for micro- and nano-CT data of battery electrode architectures is the NREL Battery Microstructure Library, see https://www.nrel.gov/transportation/microstructure.html.

First, nano-computed tomography (nano-CT) data of a NMC532 cathode is considered, which depicts the outer shells but not the grain architecture of NMC particles, see Figure 1 (top, left). Then, a random field model [57] is calibrated to the 3D scanned image data, from which virtual particle shells can be simulated, see Figure 1 (top, center). In particular, due to the calibration of the model, the simulated outer shells have statistically similarity (such as probability densities of the volume-equivalent diameter and sphericity [34]) to those observed in the nano-CT data.

In addition to the nano-CT data, further image data acquired by the combination of a focused ion beam (FIB)
Figure 1: Workflow for generation and meshing of cathode polycrystalline architectures. Image data (top, left) of NMC particle shells and the grain architecture of a partially imaged NMC particle is used to derive two stochastic geometry models (top, center). From the first model virtual outer shells, whereas from the second model, virtual grain architectures can be generated. By combining both models we obtain a multi-scale model from NMC particles with statistically representative outer shells and grain architectures can be generated (top, right). A subset of grains is extracted from one of these generated particles by selecting all grains that intersect a sphere (bottom). The radius of the sphere is varied until the subset of grains matches the desired size (2, 4, 8, 16). The subset of grains is then processed with \texttt{Iso2Mesh} to create a conformal, tetrahedron mesh.

and electron backscatter diffraction (EBSD) is considered. This data depicts the grain architecture of partially imaged NMC particles, see Figure 1 (top, left). Then, a random Laguerre tessellation model (i.e., a model from which random partitionings of Euclidean space can be simulated [56]) has been calibrated to the FIB-EBSD data, see Figure 1 (top, center). The tessellations simulated are statistically similar in probability distributions of size and shape characteristics to the grain architecture observed in FIB-EBSD data, see [34] for details.

Finally, the outer shell and the random Laguerre tessellation models, are combined to obtain a multi-scale model, by limiting the simulated tessellations to the simulated outer shells. In this manner, statistically representative 3D images depicting virtual NMC particles with full-grain architecture can be simulated, see Figure 1 (top, right).

To study the phase-field method in detail, a small subset of grains is extracted from the full-grain architecture. Specifically, a subset of grains comes from the center of the “large grain” case study in [33]. Using the initial image data for the “large grain” geometry, a small sphere is placed in the center of the domain. All grains that do not intersect the sphere are removed leaving the desired subset. The radius of the sphere is altered until the remaining subset contains 2, 4, 8, and 16 grains, respectively. The filtered images that include only the small subset of grains are
then processed with Iso2Mesh, an open-source MATLAB code that converts images into meshes [58]. This is the final step of mesh generation as shown in the bottom portion of Figure 1. These smaller domains allow for the significant mesh refinement needed to study the convergence properties of the cohesive phase-field method.

3. Chemo-mechanical cohesive phase-field model for inter-/trans- granular fractures

In this section, the chemo-mechanical CPF model for simulating stress induced cracking within cathode active materials are presented. The kinematics, governing equations and corresponding constitutive equations are briefly recalled. Interested readers can also refer to [47] for details.

3.1. Kinematics and chemo-mechanical governing equations

As shown in Figure 2 (left), let \( \Omega \subset \mathbb{R}^{\text{dim}} \) (\( \text{dim} = 1, 2, 3 \)) be the reference configuration of polycrystalline NMC particle with grains and GBs. The external boundary is denoted by \( \partial \Omega \subset \mathbb{R}^{\text{dim}-1} \) and the outward normal vector by \( \mathbf{n} \). The chemo-mechanical behaviors are characterized by the displacement (vector) field \( \mathbf{u}(x, t) \) and the concentration (scalar) field \( c(x, t) \) as the primary dependent variables, with \( x \) and \( t \) labeling the material point and time, respectively.

Considering a small deformation setting, the corresponding strain tensor \( \mathbf{\epsilon}(x) \) is obtained via the symmetric part of the displacement gradient tensor. In general, changing concentration within the host material during the charging and discharging processes results in material volume change. This phenomenon can be described by the additional
chemical strain tensor $\epsilon_c$, which is assumed to be proportional to the variations of the species’ concentration. In the present modeling approach, the strain tensor $\epsilon_c$ can be additively decomposed to elastic $\epsilon_e$ and chemical $\epsilon_c$ parts, namely,

$$
\epsilon = \nabla \text{sym} u = \frac{1}{2} (\nabla u + \nabla^T u) = \epsilon_e + \epsilon_c,
$$

(3.1)

$\epsilon_c = (c - c_0)\Omega, \quad \Omega = \Omega_{ij} e_i \otimes e_j.$

(3.2)

Here $c_0$ represents initial concentration in the active material, which is assumed stress-free state. Additionally, $\Omega$ is the chemical deformation (swelling/shrinkage) coefficient tensor measuring lithium concentration dependent volume changes, whose components are denoted by the partial molar volume $\Omega_{ij}$. To describe the layered microstructure of NMC cathode, a transversely isotropic model [33, 35, 59] with different components values for in-plane (a-b) and out-of-plane (c) directions are considered. An illustration of the microstructure and lattice orientations can be seen in Figure 8.

For the mechanically quasi-static case of interest, the mechanical stress tensor $\sigma$ and the chemical flux $J$ in the current configuration satisfy the following governing equations:

$$
\begin{cases}
\nabla \cdot \sigma + b^* = 0 & \text{in } \Omega \\
\sigma \cdot n = t^* & \text{on } \partial \Omega_t \\
u = u^* & \text{on } \partial \Omega_u \\
\nabla \cdot J + \dot{c} = 0 & \text{in } \Omega \\
J \cdot n = J^* & \text{on } \partial \Omega_J \\
c = c^* & \text{on } \partial \Omega_c
\end{cases}
$$

(3.3a)

(3.3b)

where $b^*$ is the body force distributed in the domain (assumed to be 0 in this paper); prescribed traction force $t^*$ (on $\partial \Omega_t$) and displacement $u^*$ (on $\partial \Omega_u$) serve as mechanical boundary conditions on the external surface $\partial \Omega$. Similarly, chemical flux $J^*$ and concentration $c^*$ can be applied on surfaces $\partial \Omega_J$ and $\partial \Omega_c$ for mimicking the electrochemical responses and lithium (de)intercalation on the interface between electrolyte and electrode particles [47, 60].

Regarding the fracture sub-problem in solids, a crack phase-field variable $\phi(x) \in [0, 1]$ shown in Figure 2 (upper right) is introduced to regularize sharp cracks, here $\phi = 0$ means sound and intact state while $\phi = 1$ means fully damaged and softened material. This variable is distributed in a localized crack or damage band whose width is measured by a length scale $b > 0$ — in the limit of a vanishing phase-field length scale $b \to 0$, the sharp crack can be recovered. Note that the crack band is not prescribed a priori but rather, is automatically updated during crack evolution. Figure 2 (left) shows possible cracking patterns including both inter-granular fracture at the GBs and trans-granular cracks in the grains can both be captured by current phase-field framework, on the basis of interphases representations of GBs which will be in detail discussed in Section 3.3.
Using the above setting, the surface area $A_S$ of sharp cracks can be approximated by this well defined functional [50]:

$$A_S = \int_S dA \approx \int_\Omega \gamma(d; \nabla d) dV = A_d(d),$$

(3.4)

where $\gamma(d, \nabla d)$ represents crack surface density function in terms of the crack phase-field $d$ and its spatial gradient $\nabla d$:

$$\gamma(d; \nabla d) = \frac{1}{c_a} \left[ \frac{1}{b} \alpha(d) + b|\nabla d|^2 \right] \quad \text{with} \quad c_a = 4 \int_0^1 \sqrt{\alpha(\beta)} d\beta.$$  

(3.5)

Here, the crack geometric function $\alpha(d) = 2d - d^2$ is adopted [47, 49]. Thus, the scaling parameter $c_a = \pi$ can be obtained for normalizing the integration result in Eq. (3.4) and recovering the sharp crack surface $A_S$ [44].

### 3.2. Constitutive laws and phase-field governing equations

In this section, the constitutive laws of chemo-mechanically coupling sub-problems and the governing equation of phase-field variable for fracture sub-problem are derived in a thermodynamically consistent fashion.

Taking into account an isothermal and adiabatic system under chemo-mechanical circumstances, the second law of thermodynamics involving external power and internal potential energy in global form demands a non-negative energy dissipation rate, i.e.,

$$\dot{\Phi} = \int_{\partial \Omega} t^* \cdot \mathbf{u} dA + \int_{\Omega} b^* \cdot \mathbf{u} dV + \int_{\partial \Omega} J^* \mu dA - \int_{\partial \Omega} \psi dV = \int_{\Omega} (\sigma : \dot{\varepsilon} - \mu \dot{\varepsilon} - J : \nabla \mu - \dot{\psi}) dV \geq 0.$$  

(3.6)

In the above equation, derivation with respect to time is denoted by $\dot{\ CDots}$. The stress and strain tensors are denoted by $\sigma$, and $\varepsilon$, $\mu$ is the chemical potential, and $J$ is the chemical flux. The physical quantity $\psi$ represents internal potential energy density considering the contributions from chemical, mechanical, and fracture processes.

$$\psi = \psi_c(c, \nabla c) + \psi_m(\varepsilon(u), c, d) + \psi_d(d, \nabla d),$$

(3.7a)

$$\psi_c = RT c_{\text{max}} [\tilde{c} \ln \tilde{c} + (1 - \tilde{c}) \ln(1 - \tilde{c})],$$

(3.7b)

$$\psi_m = \frac{1}{2} \varepsilon_c : \omega(d) \tilde{E}_0 : \varepsilon_c = \frac{1}{2} (\varepsilon - \varepsilon_c) : \omega(d) \tilde{E}_0 : (\varepsilon - \varepsilon_c),$$

(3.7c)

$$\psi_d = G \gamma(d; \nabla d) = \frac{G}{c_a} \left[ \frac{1}{b} \alpha(d) + b|\nabla d|^2 \right].$$

(3.7d)

where $R$ is the gas constant, $T$ is the reference temperature, and $c_{\text{max}}$ is maximum Li concentration in active material for normalizing Li concentration $\tilde{c} = c/c_{\text{max}}$. In this work, the fourth-order elasticity tensor $\tilde{E}_0$ is considered as isotropic like [33, 36], i.e., $\tilde{E}_0 = \lambda_0 \mathbf{1} \otimes \mathbf{1} + \mu_0 \mathbf{I}$, where $\mathbf{1}$ and $\mathbf{I}$ are the unit second- and fourth- order tensor, respectively, $\lambda_0 = \nu_0 E_0 / [(1 - 2\nu_0)(1 + \nu_0)]$ and $\mu_0 = E_0 / [2(1 + \nu_0)]$ are the Lamé constants of isotropic elasticity, expressed in terms of Young’s modulus $E_0$ and Poisson’s ratio $\nu_0$ of the material. The energetic degradation function $\omega(d)$ [49] can be expressed in terms of the crack phase-field $d$ as

$$\omega(d) = \frac{(1 - d)^2}{(1 - d)^2 + a_1 d + a_1 a_2 d^2}, \quad a_1 = \frac{4k_b}{\pi b}, \quad a_2 = -0.5,$$  

(3.8)
where $a_1$ and $a_2$ are the parameters controlling the speed of material’s softening regimes, $l_{ch} = E_0G/\sigma_c^2$ is the Irwin’s internal length measuring the size of fracture process zone — the smaller it is, the more brittle the material behaves, and $\sigma_c$ is the failure strength (critical stress) under uni-axial tensile test. Compared with standard phase-field fracture models [44, 50, 51] (AT1/AT2) which adopt $(1 - d)^2$ for degradation, the elegantly constructed one in CPF involves the scale value of $b$ and eliminates the dependence of numerical simulation results on its chosen values [49].

The fracture energy $G$ determines the amount of energy dissipated on cracks evolution, note the grains and grain boundaries have their own unique $G$ values such that inter- and trans- granular fracture modes in the polycrystalline system can be distinguished, detailed information can be found in Section 3.3.

Combine Eq. (3.6) and Eq. (3.7), we obtained

$$
\dot{\mathcal{D}} = \int_Q \left( \sigma - \frac{\partial \psi}{\partial \epsilon} \right) : \epsilon dV + \int_Q \left( \mu - \frac{\partial \psi}{\partial c} \right) \dot{c} dV - \int_Q J \cdot \nabla \mu dV - \int_Q \left( \frac{\partial \psi}{\partial d} \right) dV \geq 0. 
$$

Using the Coleman-Noll principle [61] and to satisfy the dissipation inequality, the following chemo-mechanical constitutive laws are obtained

$$
\begin{align*}
\sigma &= \frac{\partial \psi}{\partial \epsilon} = \frac{\partial \psi_m}{\partial \epsilon} = \omega(d)E_0 : (\epsilon - \epsilon_c), \\
\mu &= \frac{\partial \psi}{\partial c} = \frac{\partial \psi_m}{\partial c} = RT \ln \left( \frac{\bar{c}}{1 - \bar{c}} \right) - \sigma : \Omega, \\
J &= -M(c, d) \cdot \nabla \mu = -\omega(d) \frac{c(1 - \bar{c})}{RT} D \cdot \nabla \mu.
\end{align*}
$$

Here $M = \omega(d)cD(1 - \bar{c})/(RT)$ is concentration-dependent mobility tensor, which is degraded by the function $\omega(d)$ hindering its effectiveness due to crack propagation, e.g., when $d = 1$ and $\omega(d) = 0$, the chemical diffusion process is thoroughly blocked by cracks. Note, here isotropic degradation in chemical diffusion is assumed for simplification, we will delve deeper into fracture mode dependence [29] in future work. The orientation-dependent diffusivity tensor $D$ is assumed to be transversely isotropic with different values in the directions of in-plane (a-b) and out-of-plane (c) considered [33, 59]. Note that, based on the thermodynamically consistent derivation, the chemical potential Eq. (3.10b) is also enhanced by the stress tensor, besides the contribution from lithium concentration. In Eq. (3.10c), the flux vector $J$ is assumed to be linearly dependent on the gradient of chemical potential $\nabla \mu$, such that following term can be ensured to be non-negative

$$
- \int_Q J \cdot \nabla \mu dV = \int_Q \omega(d) \frac{c(1 - \bar{c})}{RT} D \cdot \nabla \mu \cdot \nabla \mu dV \geq 0 
$$

The remaining term in the dissipation inequality Eq. (3.9) after employing partial integration reads

$$
- \int_Q \left( \frac{\partial \psi}{\partial d} + \frac{\partial \psi}{\partial \nabla d} \cdot \nabla d \right) dV = \int_Q -\omega'(d) \dot{Y} - \frac{G}{b\pi} \alpha'(d) + \frac{2bG}{\pi} \nabla \cdot \nabla d \right) dV + \int_{\partial Q} \frac{2bG}{\pi} n \cdot \nabla d dA \geq 0.
$$

Considering the irreversible evolution of the damage variable, i.e., $\dot{d} \geq 0$, achieved by assuming the maximum dissipation principle and applying the Lagrange multipliers under Karush–Kuhn–Tucker (KKT) constraints, the phase-field
governing (Euler–Lagrangian) equation in the format of Poisson’s equation can be obtained as following:

\[
\begin{align*}
Q + \nabla \cdot q &= 0, \quad \dot{d} > 0 \quad \text{in } \Omega \\
Q + \nabla \cdot q &= 0, \quad \dot{d} = 0 \quad \text{in } \Omega \\
\nabla d \cdot n &= 0 \quad \text{on } \partial \Omega 
\end{align*}
\]

with following expressions for the flux and source terms:

\[
Q = -\omega'(d) \bar{Y} - \frac{G}{b\pi} \alpha'(d), \quad q = \frac{2bG}{\pi} \nabla d.
\]

Here the crack driving force is defined as \( \bar{Y} = \frac{1}{2} (\epsilon - \epsilon_c) : E_0 : (\epsilon - \epsilon_c) \). From thermodynamically consistent derivation, we can notice such phase-field crack driving force does not discriminate the unsymmetric mechanical behavior of solids in tension and compression. To prevent the fracture and damage under compressive state, one can adopt the positive/negative [50] or volumetric/deviatoric [62] decomposition of the strain, stress or effective stress as discussed extensively in [63, 64]. However, this strategy would lead to a complicated anisotropic mechanical stress-strain relationship.

A much simpler remedy [65] is to preserve the isotropic constitutive relations Eq. (3.3a) while consider only the contribution from the positive effective stresses in the mechanical driving force, i.e.,

\[
\bar{Y} = \frac{1}{2} \epsilon \epsilon : E_0 : \epsilon = \frac{1}{2} \sigma : C_0 : \sigma \quad \Rightarrow \quad \bar{Y} = \frac{1}{2} \sigma^+ : C_0 : \sigma^+,
\]

where \( C_0 \) is the mechanical compliance fourth-order tensor. In this work, the variationally consistent positive/negative projection of the effective stress \( \sigma = E_0 : \epsilon \epsilon = E_0 : (\epsilon - \epsilon_c) \) in energy norm [65] is adopted, with the positive cone expressed as \( \sigma^+ = \sum_{i=1}^3 \bar{\sigma}^+_i \mathbf{v}_i \otimes \mathbf{v}_i \), for the \( i \)-th principal value \( \bar{\sigma}^+_i \) and the corresponding principal vector \( \mathbf{v}_i \) of the effective stress tensor \( \sigma \). For simplicity, only the simplest case is considered in this work, i.e., the crack evolution is driven by its major principal value [65], we have:

\[
\bar{Y} = \frac{\bar{\sigma}_{eq}^2}{2E_0}, \quad \bar{\sigma}_{eq} = \max(\langle \bar{\sigma}_1 \rangle, \sigma_c)
\]

where the Macaulay brackets \( \langle \cdot \rangle \) are defined as \( \langle x \rangle = \max(x, 0) \). Recall that \( \sigma_c \) means uni-axial tensile strength for considering the crack nucleation threshold. By re-defining the crack driving force \( \bar{Y} \), tension (Rankine’s criterion) dominant fracture and cracking behaviors in cathode activate materials can be well captured. Note that such modification and the above constitutive relations are not variationally consistent, but they are thermodynamically consistent from the perspective of energy dissipation [65].

3.3. Interphase representation of grain boundaries

Grain boundaries in NMC polycrystalline cathode structures play an important role in determining the chemo-mechanical performance of the battery. The unique mechanical and chemical properties of the GBs have long been
recognized. In this work, focusing on the degradation behaviors resulting from fracture evolution, material properties only related to cracking process, i.e., fracture energy $G$ is distinguished from grains and GBs regions, while chemical process is assumed to be coherent between neighboring grains [30].

As mentioned before, we expected to simulate crack evolutions both at the GBs (inter-granular fracture) and in the grains (trans-granular fracture) under the unified chemo-mechanical CPF framework. To be consistent with the continuum representation of phase-field cracking and considering the nature that grain boundaries (or in general the interface bonding two material phases) essentially occupy negligible spatial domain, as shown in Figure 2 (lower right), sharp GBs are given a specific thickness $2L$ (both sides with $L$) in the model and assigned with unique fracture energy $G_{gb}$ observed in experiments [17, 66], which can be regarded as an individual material phase like grains. The stair-wise distribution of fracture energy $G$ with relatively weaker mechanical resistance at the GBs is also shown in Figure 2 (lower right). Using the above setting, inter- and trans-granular fractures are expected to compete and evolve according to the energy minimization principle in such multi-phases (grains and GBs) heterogeneous systems.

### 3.4. Summary of chemo-mechanical cohesive phase-field fracture model

The governing equations, constitutive laws and boundary conditions of chemo-mechanical cohesive phase-field fracture model for NMC cathode, with the displacement field $u(x)$ in mechanical process, the lithium concentration field $c(x)$ in chemical process and the phase-field field $d(x)$ in fracture process being the primary field variables, are summarized in Figure 3. Note that $G_{grain}$ and $G_{gb}$ with different values are assigned to $G$ to distinguish fracture properties at the material phases of grains and GBs, respectively.

---

**Figure 3:** Chemical-mechanical-fracture coupled formulations and the couplings of different physics.
Figure 3 also shows the interactions between chemical, mechanical, and cracking processes in the multi-physically coupled model. As can be seen, chemical and mechanical processes are fully coupled, i.e., changes in lithium concentration lead to chemical deformation and uneven mechanical stress, which conversely affects lithium concentration distribution. The inter-dependence between the cracking process and the chemical/mechanical process is incorporated, e.g., the existences of damage and cracks, on the one hand, degrade the mechanical stiffness and bearing capacity, on the other hand, fade the diffusivity and hinder the ions’ transport in both grains and GBs. In current model for NMC cathode activate materials, the chemical process affects the fracture one but not directly, i.e., through the bridging interaction of the mechanical stress, in our future work this gap can be filled in by considering concentration-dependent material properties [33, 47] or cycles induced materials’ embrittlement [13].

4. Methods: Numerical implementation

In the present section the above chemo-mechanical governing equations and corresponding constitutive laws are numerically implemented in MOOSE, details will be sequentially presented.

4.1. Weak form, finite element (FE) discretization and solving

In this part, the strong forms of governing equations in Figure 3 are multiplied by test functions to obtain corresponding weak forms for each sub-problem. Subsequently, by adopting the FE discretization, concentration, displacement and phase-field cracking fields and their spatial derivatives can be approximated. The residuals can be further derived and solved in an incremental–iterative scheme.

The coupled PDEs in residual form are numerically implemented into the open-source FE framework Multi-physics Object-Oriented Simulation Environment (MOOSE) [67, 68] and solved by PETSc [69]. Staggered algorithm via MultiApp in MOOSE [70] is used for solving the PDEs system, i.e., chemo-mechanical sub-problems Eq. (3.3) implemented in Main-app and phase-field fracture sub-problem Eq. (3.13) done in Sub-app are solved in an alternating manner. To ensure the irreversible evolution of phase-field cracking variable, PETSc’s SNES [69] variational inequalities solver, which dynamically updates damage lower bound and constrains its upper bound to be unity, is adopted.

Detailed information regarding the aspects of FE implementation and solving can be found in Appendix A.

4.2. Implementation of interphases with material fracture energy

The concept of representing grain boundaries as an individual material phase with negligible physical space is straightforward. However, when it comes to image-based reconstructed 3D NMC polycrystalline structure with complex GBs, e.g., with complicated morphologies and torqued shape in Figure 4 (a), generating a separate sub-domain with prescribed thickness along all GBs’ normal directions is not easily achieved. To the authors’ knowledge, most
phase-field simulations for predicting inter- and trans-granular fractures are limited to 2D or regular(idealized) 3D geometries [71–73], such complicated image-based reconstructed 3D polycrystalline microstructures, especially under multi-physical circumstances, have not yet been considered.

To address the grain interphase generation, an auxiliary field variable called GB indicator \( \eta(x) \in [0, 1] \) is introduced. Similar to phase-field representation for cracks, here the sharp grain boundaries denoted by \( \Gamma \) are prescribed with Dirichlet boundary condition \( \eta = 1 \), while far ends of all grains have \( \eta = 0 \) [30]. The indicator variable \( \eta(x) \) satisfies following governing equation [71, 72]

\[
\begin{align*}
\eta - b_{gb}^2 \nabla \cdot \nabla \eta &= 0 \quad \text{in } \Omega \\
\nabla \eta \cdot n &= 0 \quad \text{on } \partial \Omega , \\
\eta &= 1 \quad \text{on } \Gamma,
\end{align*}
\] (4.1)

where the length scale parameter \( b_{gb} \) controls the slope of the indicator varying from 1 at the GBs to 0 “far” away from the GBs. The spatial distribution of indicator can be seen in Figure 4 (b). In the normal direction of the GBs, 1D exponential function can be analytically derived for the indicator’s spatial distribution [50, 74]

\[
\eta(x) = \exp \left( -\frac{|x|}{b_{gb}} \right). \tag{4.2}
\]

By taking the advantages of auxiliary indicator, GBs phase with certain spatial thickness can be generated from the polycrystalline system and assigned with their unique fracture energy. For given values of length scale parameter \( b_{gb} \) and thickness of GBs phase \( 2L \), as Eq. (4.3) shows, material points belonging to GBs phase have the indicator value larger than \( \exp(-L/b_{gb}) \), thus they have the fracture properties \( G_{gb} \). The same holds for left material points in the grains with \( G_{grain} \).

\[
G(x) = \begin{cases} 
G_{grain}, & \text{when } \eta(x) \leq \exp(-L/b_{gb}) \\
G_{gb}, & \text{when } \eta(x) > \exp(-L/b_{gb}) 
\end{cases}. \tag{4.3}
\]
The above is illustrated in Figure 4 (c), which visualizes GBs phase with prescribed thickness $2L$ and the left grains phase in the heterogeneous system.

5. Numerical results and discussions

In this section, the reconstructed 3D polycrystalline cathode geometry in Section 2 is simulated by applying the multi-physically coupled cohesive phase-field fracture model discussed in Section 3 to study the chemo-mechanical responses and induced degradation behaviors.

Before conducting the 3D simulations, the performance of the CPF model is investigated with a 2D benchmark example. Detailed information about numerical simulations and corresponding results can be found in Appendix B. Note, due to the introduction of energy degradation function Eq. (3.8) in the CPF model, there are requirements choosing proper values of length scale parameter $b$ and finite element size $h$.

The 3D numerical results provided in the present section are categorized in three main test cases. First, by using a 2-grains to benchmark the cathode structure, we study the crack propagation patterns under delithiation/lithiation conditions and the degradation mechanism in a chemo-mechanically coupled system. Second, we focus on the active material polycrystalline containing 8 grains aiming for two objectives: comparing with the results obtained from continuum damage model (CDM), and studying the influences of GBs’ fracture property and charging rates on chemo-mechanical behavior and degradation of reconstructed NMC structure. Third, three particles with identical volumes and different grain sizes are compared to study the influence of particle architecture on degradation. For all examples, the obtained FE meshes in Section 2 are converted and regenerated to GMSH ASCII format [75] with MATLAB, which is then used as input to MOOSE.

The material parameters and their numerical values for all simulations are summarized in Table 1. The grain boundaries’ fracture energies $G_{gb}$ are reported on a case-by-case basis as a function of the grain fracture energy $G_{grain}$. Note, here the in-plane ($a$ and $b$) diffusivity $D_{ab}$ and partial molar volume $\Omega_{ab}$ are assumed to be higher than those out-of-plane ($c$) in the transversely isotropic model. According to the literature [31, 33, 76–78], the in-plane diffusion coefficient is typically assumed to be 100 times faster as compared to the out-of-plane diffusion in this paper. Similarly, the partial molar volume is assumed to be 5 times larger in the out-of-plane direction as compared to the in-plane.

The model is initialized at a uniform lithium concentration ($\bar{c}_0 = c_0/c_{max}$) expressed in a normalized fashion and assumed to be the stress-free initial state. Rigid-motion suppression boundary conditions are specified by fully constraining translation one central point and partially constraining rotation on two points on the outside surface (cf., Eq. (A.6b)) [33]. The electrostatic and electrochemical potential at the interface between the active materials and the electrolytes determines how chemical reaction (Li$^+$ + e$^-$ $\rightleftharpoons$ Li) takes place and the lithium flux on the secondary-particle surface, which can be described by the modified Butler–Volmer (BV) equation [30, 60]

$$J^* = \frac{C_{surf}}{T_0}(1 - \bar{c}) \left[ \exp \left( -\frac{F}{2RT} \Delta \phi \right) - \exp \left( \frac{\mu}{RT} + \frac{F}{2RT} \Delta \phi \right) \right]$$

(5.1)
Table 1: Material parameters in the numerical examples taken from [10, 28–30, 33]

<table>
<thead>
<tr>
<th>Material parameters</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young’s modulus $E_0$</td>
<td>138</td>
<td>[GPa]</td>
</tr>
<tr>
<td>Poisson’s ratio $\nu_0$</td>
<td>0.3</td>
<td>[-]</td>
</tr>
<tr>
<td>Critical stress under uni-axial tensile test $\sigma_c$</td>
<td>600</td>
<td>[MPa]</td>
</tr>
<tr>
<td>Fracture energy of grains $G_{\text{grain}}$</td>
<td>2</td>
<td>[N/m]</td>
</tr>
<tr>
<td>Maximum Lithium concentration $c_{\text{max}}$</td>
<td>49600</td>
<td>[mol/m³]</td>
</tr>
<tr>
<td>Partial molar volume in a-b direction $\Omega_{\text{ab}}$</td>
<td>$3.497 \times 10^{-6}$</td>
<td>[m³/mol]</td>
</tr>
<tr>
<td>Diffusivity in a-b direction $D_{\text{ab}}$</td>
<td>$7 \times 10^{-15}$</td>
<td>[m²/s]</td>
</tr>
<tr>
<td>Gas constant $R$</td>
<td>8.314</td>
<td>[J/(mol·K)]</td>
</tr>
<tr>
<td>Temperature $T$</td>
<td>298.15</td>
<td>[K]</td>
</tr>
<tr>
<td>Phase-field length parameter $b$</td>
<td>0.4</td>
<td>[µm]</td>
</tr>
<tr>
<td>Half width of GBs phase $L$</td>
<td>0.2</td>
<td>[µm]</td>
</tr>
</tbody>
</table>

where $c_{\text{surf}}$ is the molar concentration of intercalation sites on the surface, $\tau_0$ denotes the mean duration for a single reaction step which accounts for the slow and fast reaction, $F$ is Faraday’s constant, $\Delta\phi = \phi_e - \phi(\tilde{c})$ is the voltage difference across the interface (refer to [33, 79] for detailed information) and $\mu$ expressed as Eq. (3.10b) is the chemical potential at the interface between active materials and the electrolyte. The above normal flux in Eq. (5.1) can be directly used as a boundary condition to simulate charging/discharging scheme.

5.1. Benchmark: 2-grains 3D cathode structure

To numerically validate the proposed chemo-mechanically coupled scheme, as shown in Figure 5, a 3D NMC cathode particle consisting of 2 grains and having a total volume 150 µm³ is considered. A sharp GB having relatively weaker fracture energy $G_{\text{gb}} = 0.5G_{\text{grain}}$ is assumed. In the simulations, the average 3D mesh size is 0.144 µm, satisfying the requirements of FE mesh in Appendix B. Two aspects are studied using such benchmark geometry, i.e., fracture patterns under (de)lithiation conditions and the degradation effect on chemical diffusion due to cracking evolution.

5.1.1. Fracture patterns under (de)lithiation conditions

Under de-lithiation (charging for cathode) and lithiation (discharging for cathode) conditions, corresponding flux boundary conditions under C-rate = 6C are applied on the outside surface, distinct chemo-mechanical responses and fracture behaviors can be obtained from the simulations.

Figure 6 (a) shows, the concentration of lithium decreases during the process of Li extraction, which can be observed from the concentration profile in second row with dropping SOC (state of charging, to denote the average...
Figure 5: Chemo-mechanical modeling of 3D NMC particle with 2-grains: Geometry morphology, mechanical and boundary conditions and FE mesh.

Li concentration in units of $c_{\text{max}}$, leading to global shrinkage of particles. Moreover, the concentration variation of the exterior is more severe than that of the interior. On the mechanical equilibrium side, non-uniform chemical deformation owing to concentration change results in the stress state shown in Figure 6 (c), e.g., ideal 2D circle is used here for illustration: potential shrinkage deformation of the exterior where the largest amount of Li is being extracted is mechanically constrained by the interior, which develops the tensile hoop stress in the exterior and compressive radial stress in the interior. According to Eq. (3.16), cracks always nucleate where there is maximum tensile stress or lowest failure resistance/strength, i.e., under de-lithiation condition, where the grain boundary overlaps with the outside surface suffers damage relatively earlier. Cracks then propagate, which results in inter-granular fracture along the GBs. At the same time, cracks also begin generating on the grains due to high surface tensile stress. As can be noticed in the first row of Figure (a) at SOC = 0.64 and 0.45, trans-granular fractures in the form of multi-stripes can be obtained, with some even branching into two, merging together, and interacting with inter-granular fractures. In during de-lithiation, the inter/trans-granular fractures generally can not penetrate the whole structure with the interior part undergoing compressive state.

Figure 6 (b) illustrates typical results for Li insertion (discharge for the cathode). The role of the concentration difference in the generation of mechanical stress can be observed, i.e., potential expansion deformation of the exterior where the largest amount of Li is being inserted is mechanically constrained by the interior, so that as Figure 6 (d) shows, the tensile circumferential stress is generated in the interior part of the structure, while the exterior undergoes compressive state. Recall the polycrystalline microstructure of NMC cathode which has relatively weaker GBs, i.e., lower tensile failure strength and fracture energy as compared to grains. Cracks nucleate and grow primarily across the whole GB, as can be found in the first row when SOC = 0.69, the inter-granular fracture pattern is formed and splits the polycrystalline into insulated individual grains. In Section 5.1.2, such fracture induced degradation and insulation effect on chemical diffusion will be further addressed. Note under Li insertion conditions, trans-granular fracture could also take place, as can be found when SOC = 0.83, trans-granular cracks emerged from the interior and evolved to the exterior, splitting the grain into two pieces and bringing additional barriers to diffusion process.
Figure 6: Chemo-mechanically modeling of 3D NMC particle with 2-grains under charging/discharging conditions. Figures (a) and (b) illustrate the evolution of phase-field damage variable and concentration under de-lithiation and lithiation conditions, on the concentration field results, elements with average nodal phase-field d.o.f higher than 0.99 are hidden for fracture visualization; Figures (c) and (d) illustrates the stress state under de-lithiation and lithiation conditions in an ideal 2D circle structure.
5.1.2. Chemical degradation resulting from fracture evolution

Fracture induced impeding effect on chemical diffusion is one typical degradation mechanism in batteries, i.e., the formation of cracks macroscopically introduces extra gaps in the solids and hinders transport of ions, which was studied with cohesive zone model [10, 28, 29]. Here we will verify and study this degradation phenomenon by applying the coupled CPF model to the reconstructed 3D 2-grains NMC particle.

As Figure 5 shows the geometry and finite element mesh in the simulation, instead of applying the chemical flux on the outside surface of both grains, as shown in Figure 7 (b), here we applied chemical flux on grain 1 only while the grain 2 is assumed to be chemically isolated for the whole process. The above assumption of prescribed boundary condition can mimic the situation of two connected grains where one is contacting with electrolyte having electrochemical response while the other is embedded in the cathode particle. According to Section 5.1.1 that lithiation BC might damage and degrade the grain boundary, in the modeling we consider to let lithium get firstly insertion and subsequently extraction at the 6C rate.

Due to the relatively weaker bonding between grains than themselves, as Figure 7 (a) shows, an inter-granular fracture happened at $t = 600$ s splitting two grains during lithiation process. Before the existence of GB fracture, though no chemical flux is applied on the outside surface of grain 2, as Figure (c) shows, its average concentration rises via the bridging effect at the grain boundary. After we shifted to lithium extraction, chemical flux can never cross the degraded GB in Figure (b), making grain 2 completely insulated whose average concentration always remains constant. We can also notice, without the chemical interaction between two grains after $t = 600$ s, the average concentration of grain 1 varies faster than in the lithiation period.
5.2. **Chemo-mechanical modeling of 3D 8-grains cathode structure**

As shown in Section 5.1, the promising coupled cohesive phase-field fracture scheme is able to account for both inter- and trans-granular fracture in the polycrystalline active materials and capture the degradation on chemical diffusion. In this section, a reconstructed 3D 8-grain geometry (Figure 8) is numerically simulated to study the chemo-mechanical responses and fracture evolution induced degradation. First, we compared results obtained from two popular damage models, i.e., the CPF model and the CDM [33], to determine their relative advantages and disadvantages for battery degradation simulations. Next, on the basis of reconstructed 8-grains NMC particle, we simulated chemo-mechanical responses and degradation behaviors under different fracture properties of GBs and charging rates in the CPF model.

In the simulations, a 3D NMC cathode particle consisting of 8 grains and having a total volume $370 \, \mu m^3$ is considered. The average 3D mesh size is $0.141 \, \mu m$, which satisfies the requirements of FE mesh in Appendix B. Sharp GBs connecting individual grains have relatively weaker fracture energy $G_{gb} = 0.5G_{grain}$. Before implementing chemo-mechanical phase-field simulations, as can be seen in Figure 4, GBs phase with thickness $2L$ are generated using the indicator approach in Section 4.2. The transversely isotropic model for diffusivity and chemical deformation coefficients are assumed, with normal direction $(c)$ pointing from the global center to each grain’s local one.

![Figure 8: Chemo-mechanical modeling of 3D 8-grains NMC particle: Geometry morphology, mechanical and boundary conditions, FE mesh and illustration of the crystal lattice orientation. c denotes the longitudinal axis pointing to the out-of-plane direction, two perpendicular axes a and b determine the in-plane direction.](image)

**5.2.1. Comparison of numerical results obtained from the CPF model and the CDM**

To validate the chemo-mechanically coupled scheme, simulations with identical FE mesh are conducted with the CPF model and the CDM, and their performances are also comprehensively analyzed in this section. In the simulations, two different fracture energies of grain boundaries $G_{gb}/G_{grain} = 0.2, 1.0$ are considered. A 6C charge from initial state $\tilde{c}_0 = 0.9$ and subsequent 0.5C discharge is adopted as the electrochemical boundary conditions. In these studies, voltage constraints are not considered.
Figure 9: Chemo-mechanical modeling of 3D 8-grains NMC particle: Comparison of results obtained from cohesive phase-field fracture model and continuum damage model. Figure (a) compares the fracture patterns of the particle and its section at the end of the cycle under $G_{gb}/G_{grain} = 0.2, 1.0$; Figure (b) compares the concentration profiles at the end of charging period under $G_{gb}/G_{grain} = 1.0$; Figure (c) illustrates the evolution curves of SOC in the whole cycle under $G_{gb}/G_{grain} = 1.0$ and Figure (d) shows the voltage evolution over time during the charging period [79].

During the high-rate 6C charging condition, a large amount of lithium quickly gets inserted into the NMC particle, leading to the high tensile stress on the surface and resulting in damage and crack evolutions from the exterior to the interior. As can be found in Figure 9 (a), CDM and CPF models give consistent predictions of fracture patterns for both cases with different GBs' fracture properties, though more damage is predicted by CDM which is attributed from the underestimated calibrations of model parameters. When simulating weaker grain boundaries ($G_{gb} = 0.2G_{grain}$), deeper damage evolution along the GBs is obtained by both models. The subsequent discharging process at a lower rate of 0.5C proves less detrimental than the charging process, as the lower stress levels are insufficient to induce further crack development. Figure (b) shows the concentration profiles at the end of charging period, with predictions by both models well matched. Regarding the quantitative evolution curves over time, i.e., SOC under $G_{gb}/G_{grain} = 1.0$ in Figure (c) and voltage results during the charging period in Figure (d), there is good agreement between the two models. By implementing the chemo-mechanical simulations of reconstructed 3D NMC particles with CPF and CDM,
several conclusions can be further drawn:

- In determining the parameters for modeling the damage and cracking behaviors, the experimentally observed fracture energy [17] can be readily employed in simulations with CPF model, which applies to both grains and grain boundaries. Besides, the parameters related to materials’ softening behaviors in Eq. (3.8) can be directly calibrated from standard traction-separation law. In contrast, the CDM necessitates intricate parameter calibrations associated with softening behaviors derived from experimental data.

- Based on the minimization of the total system energy, the CPF model can capture the fracture evolution paths in 3D NMC particle, e.g., trans- and inter-granular patterns with clear paths and smooth morphologies. In contrast, CDM focuses on damage accumulation and may not provide detailed information. This inspires us to properly choose the candidate according to their strengths, e.g., CPF model is more suitable for scenarios where capturing detailed cracking behaviors is crucial, while CDM is more established and is often used in predicting the overall degradation of structures. When dealing with polycrystalline NMC particles composed of thousands of grains [33], CDM excels in evaluating their global chemo-mechanical degradation. Conversely, CPF model demonstrates greater precision in predicting crack propagation and fracture mechanisms, particularly in structures with fewer grains.

- The computational cost varies between CDM and CPF model. For instance, with an identical FE mesh in the current simulations, CPF model requires 50 hours in MOOSE with 80 cores, while CDM takes 6 hours utilizing FEniCS [80] with 36 cores. As can be concluded, the phase-field fracture model is computationally more intensive due to the introduction of phase-field degrees of freedom and the calculation of its spatial gradient, whereas CDM can be more computationally efficient. This aspect indicates the potential applicabilities of two models, namely, CDM is more suitable in efficiently predicting and evaluating the degradation level of NMC particles, especially with a large quantity of grains. However, it takes much longer time to model and study the fracture evolutions and failure mechanisms using CPF model, even for particles with fewer grains.

- Theoretically, the CDM exhibits a notable sensitivity to FE mesh when capturing the softening behaviors of cracked materials, attributed to the absence of an internal length scale [81], e.g., the calculated energy dissipation for crack propagation decreases as mesh size decreases, potentially leading to subjective or inaccurate predictions, particularly in assessing quantitative structural bearing capacity. In the current simulations, the mesh-dependence in the CDM was not found to be significantly hindering in capturing the overall chemo-mechanical damage metrics. Nevertheless, as verified in Appendix B, the CPF model possesses the accuracy and reliability in predicting both the qualitative cracking evolution path and quantitative structural response in NMC particles.
5.2.2. Influence of GBs’ fracture energy on fracture evolution and degradation

The fracture properties at grain boundaries can significantly influence the cracking evolution and overall structural integrity. In this section, the simulation results with varying GBs’ fracture property \( G_{gb}/G_{grain} \) are presented for studying its effects, e.g., where cracks nucleate and develop in the NMC polycrystalline, and how GBs’ properties affect the global degradation resulting from fracture propagations.

According to literature [17, 28, 30, 40, 47, 66, 82], the fracture energy of GBs is approximately \([0.1, 0.7]\) that of grains. Thus, \( G_{gb}/G_{grain} = 0.2, 0.5, 1.0 \) are considered in a parametric study. Note generally GBs have weaker cohesion and fracture properties as compared to grains, here the special case \( G_{gb} = G_{grain} \) assumes the defective effect from GBs is ignored, which serves as an antithesis of the other two. To illustrate significant differences of fracture evolutions and predictive capability of CPF model, for the given 10C used in the simulation, one circle with initially discharging (lithiation) from SOC = 0.3 to 0.9 and subsequently charging (de-lithiation) till SOC = 0.3 is adopted as chemical boundary condition.

Figure 10 (a) compares the evolutions of fracture process. For the cases of \( G_{gb}/G_{grain} = 0.2 \) and 0.5, in the initial lithiation phase, Li insertion induced inhomogeneous volume expansion, generates the tensile stress in the interior, and cracks emerge and grow from the inner and are mainly concentrated at the weaker GBs. It’s clear that the weaker fracture properties the GBs have, the more rapidly cracks grow (see when SOC = 0.54). This sensitivity results in more fracture propagations and damaged GBs in the particle with weaker grain boundaries (shown at SOC = 0.9). When de-lithiating, the cathode’s volume starts to reduce and the resulting surface tensile stress leads to fracture development from the edge to the interior, in particular, the branched crack patterns can be seen in the damage results at SOC = 0.3. When it comes to the case of \( G_{gb} = G_{grain} \), namely, no weakening effect or defect is introduced by interfaces, the GBs are no longer the preferred paths for fracture propagation, instead, as shown in the bottom row, cracks that penetrate and split grains dominate the failure modes.

Figure 10 (b) and (c) show the cracking area and accumulated percent volume damage/degradation with varying GBs’ fracture energy \( G_{gb}/G_{grain} \), which show the same ascending trend. The conclusion can be drawn that, for a given (dis)charging rate, weaker GBs’ fracture properties result in faster cracking propagations and more global degradation of NMC cathode particles.

5.2.3. Influence of (dis)charging rates on fracture evolution and degradation

To investigate the role of (dis)charging rates, a parametric study of C-rate demand, i.e., C-rate equaling 1C, 3C, 6C and 10C is conducted for the reconstructed polycrystalline cathode particle. A uniform lithium concentration \( \tilde{c}_0 = 0.9 \) is set as initial condition. For a given rate, one cycle with initially charging (de-lithiation) to SOC = 0.4 and subsequently discharging (lithiation) is adopted as BC in the simulations.

In this study, the main focus is to interpret the relationship between charging rates and fracture evolution induced degradation behaviors. As shown in the first row of Figure 11 (a), for higher C-rates, the lithium’s movement (insertion and extraction) between cathode and electrolyte is accelerated, causing more inhomogeneous distribution of
Figure 10: Chemo-mechanical modeling of 3D 8-grains NMC particle: Studying the influence of GBs’ fracture energy on cracking and degradation evolutions. Figure (a) compares the results of fracture evolution considering different GBs’ fracture energy; Figure (b) and (c) show the cracking area and percent volume damaged with varying $G_{gb}/G_{grain}$, respectively. Here cracking area can be obtained by integrating the crack surface density function Eq. (3.5) in 3D domain; for percent volume damaged, elements with average nodal phase-field degree of freedom higher than 0.9 are excluded from volume calculation.
Figure 11: Chemo-mechanical modeling of 3D 8-grains NMC particle: Studying the influence of charging rates on fracture evolution induced degradation. Figure(a) shows concentration result (top row) and phase-field damage profile (middle row) at SOC = 0.7, its bottom row illustrates the fracture patterns under different charging/discharging rates at the end of simulation; Figure(b) and Figure(c) illustrate the cracking area and percent volume damaged under various C-rate(s).

Li concentration, e.g., the exterior of the particle quickly loses lithium under fast charging while the interior remains initial state, and for discharging, a significant amount of lithium rapidly gets inserted to the exterior. The mechanical stress bridges the chemical diffusion and fracture development, as can be seen in the middle row of Figure (a) at SOC = 0.7, higher charging rates lead to an increased occurrence of cracks, primarily attributable to the uneven concentration distribution, which induces elevated mechanical stress.
The bottom row of Figure 11 (a) shows eventual fracture results. For lower charging rates like 1C and 3C, due to anisotropic chemical deformation induced tensile stress and the weaker mechanical resistance at the grain boundaries, fractures are prone to happen at the GBs while the grains remain almost intact during the whole cycle. There is more damaged area at the GBs under the 3C condition as compared to 1C. When cycling at higher rates, more inter-granular fracture can be found at the GBs. Additionally, trans-granular cracks in the grains emerge and tend to be denser under the 10C condition as compared to the 6C cycling condition. Moreover, crack branching from GB into two neighboring grains is observed for the 10C case. The same trend can also be quantitatively illustrated by studying the cracking area dynamics in Figure 11 (b) and percent volume damaged in Figure 11 (c), which are used to evaluate global degradation. A primary observation is that higher C-rate cycling induces more fracture area and more degraded solids volume, which is consistent with other numerical studies [9, 30, 33].

5.3. Influences of grain sizes on fracture evolution and degradation

Numerous studies have been conducted to change the grain size for studying its influences on cathode’s chemo-mechanical responses, fracture evolution, and overall degradation, and for optimizing the shapes and architectures of electrodes [9, 30, 33]. In this section, on the basis of image-based reconstructed 3D NMC geometry, we adopted aforementioned fully coupled CPF scheme to study the effects of grain size. Accordingly, NMC particles with fixed volume (370 $\mu$m$^3$) containing different number of grains, i.e., 4, 8 and 16, are shown in the top row of Figure 12 (a). GBs phases are generated for all particles using the indicator approach discussed in Section 4.2. The grain boundaries are assumed to have weaker fracture energy $G_{gb} = 0.5G_{grain}$ as compared to the bulk grain. The anisotropic model, properties, formulation, and grain orientations follow the previous section. Regarding the boundary conditions, two (dis)charging rates, i.e., 2C and 6C are considered in the simulation, with de-lithiation from initial state $\tilde{c}_0 = 0.9$ to SOC = 0.4 and subsequent lithiation.

At relatively lower (dis)charging rate, for example, 2C employed in the current simulation, cracks initially nucleate and subsequently grow primarily at the GBs with weaker mechanical resistance, thus, inter-granular fracture emerges as the dominant failure mode for all three particles, although particles with medium-sized grains experience minor damage within the grains. Under higher rates (e.g., 6C), a greater amount of elastic energy resulting from chemical deformation must be released through crack propagation. As a result, trans-granular fracture patterns can be observed in the particles, particularly in those with larger grains, as shown in the bottom row of Figure 12 (a). However, in the case of particle composed of smaller grains, the increased density of GBs provides easier pathways for crack evolution. Consequently, even under high (dis)charging rates, inter-granular fracture remains the dominant failure mode.

Regarding the quantitative global degradation, as can be found in Figure 12 (b) and (c), secondary particles comprised of larger grains (primary particles) are predicted to have slightly less overall damage than those with smaller grains, which agrees with the observation predicted by CDM in [33].
Figure 12: Chemo-mechanical modeling of NMC particles with different grain sizes and studying its influences on cracking evolutions and degradation levels. Figure (a) shows the geometries and morphologies of three NMC particles with 4, 8 and 16 grains (top row) and particles’ failure patterns under 2C (middle row) and 6C (bottom row) charging rates; Figure(b) and Figure(c) illustrate the cracking area and percent volume damaged under various C-rate(s) and composed grain sizes.
6. Conclusions and future work

In this work, the coupled cohesive phase-field fracture model is applied to the image-based reconstructed 3D NMC polycrystalline geometry for studying the chemo-mechanical responses and fracture evolution induced degradation of cathode activate materials.

First, statistically relevant, stochastic 3D NMC532 particle generation is briefly discussed and is subsequently converted to a finite element mesh. Next, thermodynamically consistent chemo-mechanical cohesive phase-field fracture model is introduced. In consistency with the continuum representation of phase-field cracking, the GBs in the polycrystalline system are treated as an individual material phase and given the same spatial dimension as grains. The lithium transport, chemo-mechanical stress/strains, and induced arbitrary crack propagation, i.e., inter-granular fracture at the grain boundaries and trans-granular one within the grains can be well captured using the coupled scheme. The resulting coupled chemo-mechanical governing equations are numerically implemented in MOOSE by the multi-fields finite element method and solved by the staggered algorithm. Specifically, the generation of a GB phase with prescribed spatial thickness and the assignment of a unique fracture property, which is distinct from grains, are numerically achieved using the GB indicator approach.

A 2D benchmark example verifies the advantage of using the coupled CPF scheme, namely, provided that specific FE mesh size criteria are met, the numerical results converge reliably, regardless of the varying spatial discretizations. By applying the chemo-mechanical simulations to reconstructed 3D NMC polycrystalline, key findings can be summarized as the following:

- Coupled cohesive phase-field fracture model is able to simulate NMC particles' chemo-mechanical responses and degradations under (dis)charging conditions, i.e., lithium transport, mechanical stress, fracture evolution and chemical degradation. Through the integration with advanced image-based geometry reconstruction technique, inter-/trans- granular fracture patterns and complicated cracking behaviors like branching and merging are captured for better understanding of failure mechanisms and induced degradation.

- Regarding the NMC polycrystalline of interests, different fracture modes can be found under de-lithiation (charging for cathode) and lithiation (discharging for cathode) conditions. For charging, stripe-like cracks emerge and develop from the edge to the interior, while damage prefers to grow from the interior for discharging. GBs with weaker mechanical resistance are easily damaged by fracture penetration, which brings detrimental degradation and hinders the across-grain transport of lithium.

- Numerical simulations are conducted on the reconstructed 3D particle by the CDM and the CPF model for comparison. Both models agree on the predicted fracture patterns and electrochemical responses. The CPF model can directly adopt experimentally measured fracture properties as input parameters, and it excels in predicting crack propagation and enhancing our comprehension of failure mechanisms, whereas the CDM proves to be
computationally efficient when evaluating the overall chemo-mechanical degradation of NMC polycrystalline, particularly in cases involving a substantial number of grains.

- Parametric studies are conducted to study the influences of GBs’ fracture properties, charging rates, and grain sizes on chemo-mechanical cracking induced NMC degradation. The assumed grain and grain boundary fracture properties play an important role in determining the fracture pattern and global degradation level. Regarding charging rate sensitivity, more complex cracking evolutions and higher degradation levels can be found under high (dis)charging rates, while at low rates inter-granular pattern dominates the failure mechanism. According to the simulations, hybrid modes can be obtained for particles with large grain size while only inter-granular fracture emerge for those with small grain size, besides, the NMC secondary particles composed of larger grains are predicted to have less degradation compared to those with smaller grains.

As a foundational step, we succeeded to integrate image-based 3D geometry reconstruction with an advanced cohesive phase-field fracture model to simulate the cracking and degradation of NMC cathodes. However, substantial computational cost attributed from 3D FE model and the CPF model limits our capacity to explore NMC particles with a more realistic number of grains. In light of this challenge, we are considering the adoption of either FFT solver scheme or a machine learning approach to expedite the calculation process. It’s worth noting that, in the current coupled scheme, we hold the assumption that the cathode activate material is immersed in the liquid electrolyte, however, additional electrochemical reaction and corresponding flux on freshly generated crack surfaces [48, 60] are supposed to contribute to diffusion process. This has not yet considered in current framework and will be developed in our future work. Moreover, we treated grain boundaries as an individual material phase and introduced its spatial thickness 2L, which also interacts with another length scale parameter (b) governing the diffusive width of phase-field variable. In this case, the numerical results, e.g., fracture nucleation, evolution and structural reaction strongly depend on how we choose the values of those two length scale parameters [54]. How to eliminate such parameter dependency (sensitivity) in the model and provide more convincing numerical predictions is also noteworthy, which will be further dealt with in our future work.
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Appendix A. Numerical implementation aspects of the model

By multiplying a virtual displacement field $\delta u$, chemical concentration field $\delta c$, and damage field $\delta d$ to corresponding governing equations, i.e., Eq. (3.3a), Eq. (3.3b), and Eq. (3.13) respectively and applying Gauss’s divergence theorem and natural boundary conditions, we obtain

\[
\int_{\Omega} \dot{\delta c} \, dV + \int_{\partial \Omega} J^* \delta c \, dA - \int_{\Omega} J \cdot \nabla \delta c \, dV = 0 \tag{A.1a}
\]

\[
\int_{\partial \Omega} t^* \cdot \delta u \, dA + \int_{\Omega} b^* \cdot \delta u \, dV = \int_{\Omega} \sigma \cdot \delta \nabla u \, dV = 0 \tag{A.1b}
\]

\[
\int_{\Omega} Q \delta d \, dV - \int_{\Omega} q \cdot \nabla \delta d \, dV = 0 \tag{A.1c}
\]

Note here the phase-field evolution equation becomes an equality with the irreversibility condition $\dot{d}(x) \geq 0$ fulfilled.

The above weak form is ready for a spatial discretization using multi-fields finite elements, with primary field variables as well as their spatial derivatives being approximated as

\[
c(x) = \tilde{N} \bar{a}, \quad \nabla c(x) = \tilde{B} \bar{a} \tag{A.2a}
\]

\[
u(x) = N \bar{a}, \quad \epsilon(x) = B \bar{a} \tag{A.2b}
\]

\[
d(x) = \tilde{N} \bar{a}, \quad \nabla d(x) = \tilde{B} \bar{a} \tag{A.2c}
\]

where $\tilde{N}$, $N$ and $\bar{N}$ represent the interpolation (shape function) matrices associated with the nodal lithium concentration $\bar{a}$, the nodal displacements $\bar{a}$ and the nodal crack phase-field $\bar{a}$, respectively; their corresponding first derivative matrices are labeled by $\tilde{B}$, $B$ and $\bar{B}$, respectively. Note here $\epsilon$ is the strain in the Voigt notation [83]. 3D tetrahedron linear element with four nodes is used in the simulations, whose shape function matrices and derivatives are expressed
as [84]:

\[
N = \begin{bmatrix}
N_1 & 0 & 0 & \ldots & N_4 & 0 & 0 \\
0 & N_1 & 0 & \ldots & 0 & N_4 & 0 \\
0 & 0 & N_1 & \ldots & 0 & 0 & N_4 \\
\end{bmatrix}, \quad \tilde{N} = \begin{bmatrix}
N_1 & \ldots & N_4 \\
\end{bmatrix}
\] (A.3)

\[
B = \begin{bmatrix}
B_1 & B_2 & B_3 & B_4 \\
\end{bmatrix}, \quad \tilde{B} = \tilde{B} = \begin{bmatrix}
N_{1,x} & \ldots & N_{4,x} \\
N_{1,y} & \ldots & N_{4,y} \\
N_{1,z} & \ldots & N_{4,z} \\
\end{bmatrix}
\] (A.4)

where \(B_i (i = 1, 2, 3, 4)\) has following expression

\[
B_i = \begin{bmatrix}
N_{i,x} & 0 & 0 & 0 & N_{i,y} & 0 & 0 & N_{i,z} & 0 & 0 & N_{i,x} \\
0 & N_{i,y} & 0 & N_{i,z} & 0 & N_{i,x} \\
0 & 0 & N_{i,z} & N_{i,y} & N_{i,x} & 0 \\
\end{bmatrix}^T
\] (A.5)

The problem domain \(\Omega\) is discretized into \(n_e\) number of elements (i.e. \(\Omega = \sum_{e=1}^{n_e} \Omega_e\)). The same holds for the boundary of the domain which is divided into \(n_b\) number of elements (i.e. \(\partial \Omega = \sum_{e=1}^{n_b} \partial \Omega_e\)). Inserting the above discretization relations into weak form Eq. (A.1), one obtains all the residual vectors. Accordingly, for an arbitrary element \(\Omega_e\) with outside boundary \(\partial \Omega_e\) we have:

\[
r^c = \int_{\Omega_e} \tilde{N}^T \dot{c} \, dV + \int_{\partial \Omega_e} \tilde{N}^T J^* \, dA - \int_{\Omega_e} \tilde{B}^T J \, dV = 0 \quad (A.6a)
\]

\[
r^u = \int_{\partial \Omega_e} N^T t^* \, dA + \int_{\Omega_e} N^T b^* \, dV - \int_{\Omega_e} B^T \sigma \, dV = 0 \quad (A.6b)
\]

\[
r^d = \int_{\Omega_e} \tilde{N}^T Q \, dV - \int_{\Omega_e} \tilde{B}^T q \, dV = 0 \quad (A.6c)
\]

In the above equation, \(\sigma\) is the stress in Voigt notation [83]. For a typical time increment \(\left[ t_n, t_{n+1} \right]\) with subscript \(n + 1\) referring to current instant, all state variables are known at the instant \(t_n\). Accordingly, the time derivative of chemical concentration can be approximated using the backward-Euler scheme, leading to

\[
\dot{c} = \dot{\tilde{c}} = \frac{\tilde{a} - \tilde{a}_n}{\Delta t} \quad (A.7)
\]

Regarding the chemical flux, by combining Eq. (3.10b) and Eq. (3.10c) we have following expression

\[
J = -\omega(d) \mathbf{D} \cdot \nabla c + \frac{c(1 - \tilde{c})}{RT} \mathbf{D} \cdot \nabla (\sigma : \Omega) \quad (A.8)
\]

Here mixed-formulation [47, 85] for calculating \(\nabla (\sigma : \Omega)\) is adopted, i.e., \(\sigma : \Omega\) is first calculated at each integration point from the nodal displacement, then interpolated to the nodes using the shape function matrix, finally its gradient can be calculated by multiplying the derivatives of shape functions.

Tensor Mechanics module in MOOSE is used for mechanical sub-problem Eq. (A.6b), while custom kernels and materials are developed for chemical and phase-field fracture sub-problems (Eq. (A.6a) and Eq. (A.6c)). The
coupled PDEs are solved in a staggered manner. As Figure A.13 shows the procedures in one typical time increment $[t_n, t_{n+1}]$.

- **Main-app** solves the nodal concentration and displacement dofs $(\tilde{a}^{(k+1)}, a^{(k+1)})$ simultaneously, with the nodal damage dofs $\tilde{a}^{(k)}$ fixed as the values obtained from the previous ($k$-th) iteration.

- **Sub-app** solves the nodal phase-field dofs $\tilde{a}^{(k+1)}$, with the updated nodal concentration and displacement dofs $(\tilde{a}^{(k+1)}, a^{(k+1)})$ obtained from the current $(k+1)$-th iteration fixed.

Here by taking the advantage of Automatic Differentiation (AD) approach in MOOSE, manually constructed Jacobian can be saved. As the PDEs system are nonlinear and strongly coupled, usually above procedures are repeated several times until the final solutions converge under a prescribed tolerance. Though the convergence rate is low, the above staggered algorithm is proved to be very robust [86, 87].

**Appendix B. Mesh-independent numerical results obtained by chemo-mechanical CPF model**

Before applying the CPF model in 2D polycrystalline structure, let’s first check the requirements of FE mesh size $h$. Two aspects are generally considered to choose proper values of phase-field length scale parameter $b$ and mesh size $h$, namely,

- The convexity of the energetic degradation function $\omega(d)$ in Eq. (3.8) for the sake of local stability [87], equivalently, its second-order derivative has to be non-negative,

$$\omega''(d) = \frac{a_1 A(d)}{B'(d)} \geq 0 \quad (B.1)$$
for the following polynomials $A(d)$ and $B(d)$

\[
A(d) = -1.5(2 - a_1)(d^2 - 2d) + 2a_1 - 3 \quad \text{(B.2a)}
\]

\[
B(d) = (1 - d)^2 + a_1d(1 - 0.5d) \geq 0, \quad \text{for any } d \in [0, 1] \quad \text{(B.2b)}
\]

In this case, two bounded ends, i.e., $A(d = 0) \geq 0$ and $A(d = 1) \geq 0$, can promise the non-negativity of parabola $A(d)$ for any $d \in [0, 1]$, thus we have

\[
b \leq \frac{8l_{ch}}{3\pi} \quad \text{(B.3)}
\]

Recall in standard phase-field models ($\text{AT1}/\text{AT2}$) [44, 50, 51] for brittle fracture, $\omega(d) = (1 - d)^2$ is adopted, and the above condition automatically holds. Aiming for ensuring the precision of numerically calculated fracture energy dissipation [50], in practice, the phase-field length scale has to exceed the FE mesh size by a minimum of three times [88], namely,

\[
h \leq \frac{b}{3} \leq \frac{8l_{ch}}{9\pi} \quad \text{(B.4)}
\]

- The spatial width $\pi b$ [49] where phase-field damage variable is locally distributed compared with the global geometry size $S$. Ideally, as small as possible value of length parameter $b$ is recommended to recover the sharp cracks, but it leads to extremely fine FE mesh and high computational cost in the simulations. According to our previous simulation experiences, at least 10 times difference [88] is supposed to be taken into account

\[
\pi b \leq \frac{S}{10} \quad \Rightarrow \quad b \leq \frac{S}{10\pi} \quad \Rightarrow \quad h \leq \frac{S}{30\pi} \quad \text{(B.5)}
\]

Being aware of the requirements of FE mesh size, here we perform simulations on 2D benchmark and compare the results obtained from two different meshes. A specimen with a horizontal notch of 5 $\mu$m length in Figure B.14 (a) under properly prescribed chemical and mechanical boundary conditions are considered, i.e., the de-lithiation flux is applied at the right edge and the displacement components along the normal directions of the left three edges are constrained. A sharp grain boundary of 30° slope with fracture energy $G_{gb}$ equating to half that of the grains ($G_{\text{grain}}$) is introduced, and the whole system has initial concentration $\tilde{c}_0 = 0.9$ expressed in a normalized fashion. Regarding the requirement from energy convexity and the material properties of NMC in Table 1, $h \leq 8l_{ch}/(9\pi) = 0.217$ $\mu$m is supposed to be satisfied; while the second requirement in Eq. (B.5) reads $h \leq S/30 = 0.333$ $\mu$m, thus two different FE sizes $h = 0.04, 0.08$ $\mu$m are studied. Besides, phase-field length scale parameter $b = 0.24$ $\mu$m and half width of GB phase $L = 0.16$ $\mu$m are adopted in the simulations.

Figure B.14 (b) and (c) show the crack patterns and the evolution curves of mechanical reaction force $F^*$, respectively. Along with the ongoing de-intercalation of lithium, tensile stress is concentrated near the notch tip leading to the nucleation of damage; with the existence of grain boundary with weaker mechanical resistance, fracture finally propagates penetrating the whole GB and causing the collapse of the cathode structure. As also can be found,
mechanical resistance capability sharply fades due to crack evolution induced degradation. It’s worth mentioning, though two different FE meshes are adopted in the simulations, no significant difference can be found from numerical simulation results, which serves as a convincing benchmark for modeling and predicting the fracture evolution and induced degradation in NMC polycrystalline structures with chemo-mechanically coupled CPF model.
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